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A B S T R A C T 

 

Voice is the sound produced in a person's larynx and uttered through the mouth, as speech or 

song. Like finger prints and the iris of the eye the voice of each person is unique. The parameters 

of a person’s voice differ in pitch, timber and vocal intensity. Hence it can be 

authentication. In this paper feature extraction methods used are Linear Predictive Coding, Fast 

Fourier Transform and wavelet transform to extract the above mentioned features from a 

database of voices that were recorded. Artificial neural networ

of classification. Some of the applications are Forensic applications, Artificial intelligence, Access 

Control, Transaction Authentication, Law Enforcement and Speech Data Management.

 

Index Teams: ANN: Artificial Neural

Wavelet Transform, FFT: Fast Fourier Transform

I. INTRODUCTION  

The voice is produced in a person's larynx and uttered through the mouth, as speech or song. The three 

different parameters that make a 

voice),pitch(frequency representation which depends on speed of vibration of our vocal chord) and 

timber ( quality in a persons voice and it is measured from the envelope of the power spectru

which is different for each person). 

 

 

 

 

II. PROCEDURE OVERVIEW  

In this paper methods used for feature extracti

and Discrete wavelet Transform.  Artificial neural 

A. Feature Extraction 

1. Fast Fourier Transform (FFT) 

A Fast Fourier Transform is an algorithm to compute discrete Fourier Transform and its invers

Fourier Transform converts time domain to frequency domain and vice 

such Transform. As a result FFT are wid

mathematics. FFT gives the exact same result as DFT does, the only difference is that FFT does it 

The sequence of N complex numbers

according to the DFT formula:
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produced in a person's larynx and uttered through the mouth, as speech or 

song. Like finger prints and the iris of the eye the voice of each person is unique. The parameters 

of a person’s voice differ in pitch, timber and vocal intensity. Hence it can be 

authentication. In this paper feature extraction methods used are Linear Predictive Coding, Fast 

Fourier Transform and wavelet transform to extract the above mentioned features from a 

database of voices that were recorded. Artificial neural network classifier operates on the result 

of classification. Some of the applications are Forensic applications, Artificial intelligence, Access 

Control, Transaction Authentication, Law Enforcement and Speech Data Management.

ANN: Artificial Neural Network, LPC: Linear Predictive Coding

Fast Fourier Transform

The voice is produced in a person's larynx and uttered through the mouth, as speech or song. The three 

different parameters that make a voice different are loudness(total energy contained in a persons 

voice),pitch(frequency representation which depends on speed of vibration of our vocal chord) and 

timber ( quality in a persons voice and it is measured from the envelope of the power spectru

 

Figure 1.  Block Diagram 

used for feature extraction are Fast Fourier Transform,  Linear Predictive C

Artificial neural network is used for classification.

 

Fourier Transform is an algorithm to compute discrete Fourier Transform and its invers

Fourier Transform converts time domain to frequency domain and vice versa. An FFT rapidly computes 

such Transform. As a result FFT are widely used for many applications in engineering, science and 

mathematics. FFT gives the exact same result as DFT does, the only difference is that FFT does it 

complex numbers  is transformed into N complex numbers 

according to the DFT formula: 
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produced in a person's larynx and uttered through the mouth, as speech or 

song. Like finger prints and the iris of the eye the voice of each person is unique. The parameters 

of a person’s voice differ in pitch, timber and vocal intensity. Hence it can be used for 

authentication. In this paper feature extraction methods used are Linear Predictive Coding, Fast 

Fourier Transform and wavelet transform to extract the above mentioned features from a 

k classifier operates on the result 

of classification. Some of the applications are Forensic applications, Artificial intelligence, Access 

Control, Transaction Authentication, Law Enforcement and Speech Data Management. 
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The voice is produced in a person's larynx and uttered through the mouth, as speech or song. The three 

voice different are loudness(total energy contained in a persons 

voice),pitch(frequency representation which depends on speed of vibration of our vocal chord) and 

timber ( quality in a persons voice and it is measured from the envelope of the power spectrum obtained 

ast Fourier Transform,  Linear Predictive Coding 

network is used for classification. 

Fourier Transform is an algorithm to compute discrete Fourier Transform and its inverse. A 

versa. An FFT rapidly computes 

in engineering, science and 

mathematics. FFT gives the exact same result as DFT does, the only difference is that FFT does it faster. 

ransformed into N complex numbers 
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Evaluating this definition directly requires O(N2) operations: there are

requires a sum of N terms. An FFT is any method to compute the same results in O(N

By far the most commonly used FFT is the

algorithm that recursively breaks down a DFT of any

sizes N1 and N2, along with O(N) multiplications by complex

n) returns the n-point DFT. FFT(X)

singleton dimension. If the length of

length of X is greater than n, the sequence

are adjusted in the same manner. 

2.  Linear Predictive Coding (LPC)

Linear Predictive Coding (LPC) is a tool used mostly in 

representing the spectral envelope

information of a linear predictive model. It is one of the most powerful voice analysis techniques, and one 

of the most useful methods for encoding good quality voice at a low bit rate and provides extremely 

accurate estimates of voice parameters.

removing their effects from the voice signal, and estimating the intensity and frequency of the remaining 

buzz.  

Figure 2.

As per the Fig2 past voice sample is used to predict the 

current voice sample s(n) and the linearly predicted voice sample 

error signal e(n) you find the ‘Filter Coefficients’.

The general formula for the signal ŝ(n)  is

Therefore ŝ(n) can be predicted from a linearly weighted summation of the past voice samples. Now the 

error signal e(n) gives only the amplitude information. To extract the pitch (or frequency) information of 

the voice signal the Fast Fourier Transform (FFT) of t

filter coefficients are not dominant in the time domain, it is only when the FFT of the error signal is taken 

the coefficients are seen in their proper domain (frequency domain). These filter coefficients 

frequency domain are given to the artificial neural network for further processing.

3. Discrete Wavelet Transform (DWT)

In discrete wavelet Transform at each decomposition level, the half band filters produce signals spanning 

only half the frequency band. In accordance with Nyquist’s rule if the original signal has a highest 

ournal of Advance Foundation and Research in Computer (IJAFRC)

Volume 1, Issue 8, August2014.
 

© 2014, IJAFRC All Rights Reserved                                                                     

 

directly requires O(N2) operations: there are N outputs

terms. An FFT is any method to compute the same results in O(N

By far the most commonly used FFT is the Cooley–Tukey algorithm. This is a

breaks down a DFT of any composite size N = N1N2 into many smaller DFTs of 

O(N) multiplications by complex roots of unity. In 

FFT(X) is equivalent to FFT(X, n) where n is the size of

gleton dimension. If the length of X is less than n, X is padded with trailing zeros to length

n, the sequence X is truncated. When X is a matrix, the length of the columns 

redictive Coding (LPC) 

oding (LPC) is a tool used mostly in audio signal processing and voice recognition for 

spectral envelope of a digital signal of a voice sample in compressed

model. It is one of the most powerful voice analysis techniques, and one 

of the most useful methods for encoding good quality voice at a low bit rate and provides extremely 

accurate estimates of voice parameters. LPC analyzes the voice signal by estimating the formants, 

removing their effects from the voice signal, and estimating the intensity and frequency of the remaining 

 

ure 2. Linear Predictor Block Diagram 

As per the Fig2 past voice sample is used to predict the new voice sample ŝ(n). The difference between 

current voice sample s(n) and the linearly predicted voice sample ŝ(n) gives the error e(n). Using the 

error signal e(n) you find the ‘Filter Coefficients’. 

ŝ(n)  is 

 

ŝ(n) can be predicted from a linearly weighted summation of the past voice samples. Now the 

error signal e(n) gives only the amplitude information. To extract the pitch (or frequency) information of 

Fourier Transform (FFT) of the error signal is taken. The reason being the LPC 

filter coefficients are not dominant in the time domain, it is only when the FFT of the error signal is taken 

the coefficients are seen in their proper domain (frequency domain). These filter coefficients 

frequency domain are given to the artificial neural network for further processing.

(DWT) 

In discrete wavelet Transform at each decomposition level, the half band filters produce signals spanning 

only half the frequency band. In accordance with Nyquist’s rule if the original signal has a highest 
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outputs Xk, and each output 

terms. An FFT is any method to compute the same results in O(N log N) operations. 

algorithm. This is a divide and conquer 

into many smaller DFTs of 

In MATLAB Y = FFT(X , 

is the size of X in the first non-

is padded with trailing zeros to length n. If the 

is a matrix, the length of the columns 

and voice recognition for 

compressed form, using the 

model. It is one of the most powerful voice analysis techniques, and one 

of the most useful methods for encoding good quality voice at a low bit rate and provides extremely 

voice signal by estimating the formants, 

removing their effects from the voice signal, and estimating the intensity and frequency of the remaining 

ŝ(n). The difference between 

ŝ(n) gives the error e(n). Using the 

ŝ(n) can be predicted from a linearly weighted summation of the past voice samples. Now the 

error signal e(n) gives only the amplitude information. To extract the pitch (or frequency) information of 

he error signal is taken. The reason being the LPC 

filter coefficients are not dominant in the time domain, it is only when the FFT of the error signal is taken 

the coefficients are seen in their proper domain (frequency domain). These filter coefficients in the 

frequency domain are given to the artificial neural network for further processing. 

In discrete wavelet Transform at each decomposition level, the half band filters produce signals spanning 

only half the frequency band. In accordance with Nyquist’s rule if the original signal has a highest 
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frequency of w, which requires a sampling frequency of  2w radians, then it now has a highest frequency 

of w/2  radians. It can now be sampled at a frequency of w radians thus discarding half the samples with 

no loss of information. This decimation by 2 halves the time resolution as the entire signal is now 

represented by only half the number of samples. Thus, while the half band low pass filtering removes half 

of the frequencies and thus halves the resolution, the decimation by 2 doubles the scale. With this 

approach, the time resolution becomes arbitrarily good at high frequencies, while the frequency 

resolution becomes arbitrarily good at low frequencies. 

 

Figure 3. Process of DWT 

According to Fig3 DWT is computed by successive low pass and high pass filtering of the discrete time-

domain signal. At each level, the high pass filter produces detailed information while the low pass filter 

associated with scaling function produces coarse approximation.   

III.  ARTIFICIAL NEURAL NETWORK 

A. Back propagation algorithm    

 

Figure 4.  Back propagation process 

As per Fig4 output for the presented inputs is calculated. The error which is found by comparing the 

actual output with the desired output. The errors are passed back through the neural network by 

computing the contribution of each hidden processing unit and deriving the corresponding adjustment 

needed to produce the correct output. The connection weights are then adjusted and the neural network 

has just "learned" from an experience. 

III.  IMPLEMENTATION        

  

In this paper a database of voices is made using PCM Recorder, which is an android application that 

records voice samples at 8000Hz(Mono). In this paper five voice samples of five different people are 

recorded. These voice signals together make up the database. All the voice signals are used by MATLAB in 

real-time from the saved database in the computer. By setting a threshold of a particular value the noise 

is removed. Then a feature extraction is performed using linear predictive coding, Fast Fourier 

Transform and Discrete Wavelet Transform, separately. Then the samples of the three voice signals of 

each person are used to make the training data sheets and the samples of the remaining two voice signals 

of each person are used to make the testing data sheets. Fig5 shows how the database is divided. 
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Figure 5. Block diagram indicating the making of the training and testing data sheets

IV. RESULTS 

The result of classification based on different feature extraction methods are as follows:

Feature Extraction Method          

DWT db7

DWT db9

 

V.  APPLICATIONS 

1. Forensic applications-Voice recognition using ANN can be used in the cases of kidnapping

the criminal can be identified 

2. Access Control   applications

information  to usual a password).

3. Transaction Authentication applications

authentication is achieved using voice recognition using ANN.

4. Personalization applications

the owner of a mobile or a car.

VI. LIMITATIONS 

• While recording the database if noise is above the threshold, then it will be considered as part of 
the person’s voice signal and will cause problems later in the system. 

• People can mimic the stored voices and in this way an intruder would be declared as the correct 
person. 

 

VII. CONCLUSION  

LPC and FFT are most effective feature extraction methods for voice recognition. By these methods pitch 

and vocal .intensity of a person’s voice are the best suited parameters for identifying an individual. 
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