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Abstract Behavioral characteristics such as gait, voice, and

handwriting (signature) can also be used by biometric

In this paper, an iris recognition system is presented and systems. In general, any human behavioral or physiological
developed. The proposed system utilizes an integro- characteristic could be a biometric given that it satisfies the
differential operator to segment the input iris image. The following requirements: (a) permanence (the characteristic

isolated irises are normalized to vectors of the same length.should be invariant with time), (b) uniqueness (no two
Classification features from the normalized vectors are persons are the same with respect to the characteristic), (c)
extracted using Wavelet packet decomposition (WPD) universality (every person has the characteristic), and (d)

combined with a novel amplitude-thresholding approach. collectability (the characteristc can be measured
The extracted features are then applied to an ANN for quantitatively) [1, 2].

classification. The iris images used in this study are

obtained from the CASIA database. To show the Among all the human physical characteristics, the iris has
robustness of the proposed system, its performance isbeen widely regarded as the most accurate biometric. The
compared to that of vector quantization (VQ), a minimum- iris has many outstanding properties including its unique
distance classifier that uses the Euclidean distance. visible characteristics, stability over a person’s lifetime,

Simulation results show that the proposed ANN system and its secure nature (being an internal organ, it is difficult
produces a low recognition error of less than 5% and to replace or remove the iris; thus, decreasing the

always outperforms the VQ system. possibility of deceiving the recognition system). The iris is
the colored ring (membrane) of the eye, bounded by the
Keywords: Iris, Wavelet packet decomposition (WPD), white sclera and the black pupil. It controls the amount of
Artificialneural network (ANN), Vector quantization light reaching the interior of the eye (retina). The iris and
(VQ), Biometrics, Feature extraction. the pupil are covered by a clear covering called the cornea.

The iris consists of pigmented fibro vascular tissue known
as stoma. It is the most forward portion of the eye and the
1 Introduction only one seen on trivial inspection. The iris has an intricate
structure that includes a rich pattern of minute
In many biometric applications such as access control, characteristics such as coronas, furrows, freckles, and
information protection, and authentication, it is important crypts.
to determine the identity of a person. Conventional
methods of recognizing the identity of a person by using In this study, we propose and develop a biometric system
identification cards or passwords are not always reliable for iris recognition. The system employs an integro-
since passwords can be forgotten; and identification cards differential operator to locate the iris structure. Distinctive
can also be lost, stolen, or forgotten. Consequently, there isfeatures are then obtained from the segmented iris image
tremendous interest in identification (authentication) using an operation based on Wavelet packet decomposition
methods which depend on measures that cannot be lost,(WPD) and a thresholding technique that keeps the values
forgotten, or stolen. Biometric methods identify people and the locations of the high-magnitude approximation
based on physiological characteristics such as face, coefficients while discarding the rest of the approximation
fingerprint, palm print, hand geometry, DNA, iris, and and detail coefficients. Classification of the iris feature
retina. vector is then achieved using an Artificial Neural Network
(ANN) classifier. To prove the validity and robustness of
the proposed method, its performance is compared to that
of a vector quantization (VQ) system that uses the
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Euclidean distance. To test the proposed systemysee
the Chinese academy of sciences institute of auttoma
(CASIA) database, a freely available iris database
containing images of human irises.

This paper is organized as follows. In section & provide
a survey of related work in the area of iris regtign. In

experimental comparison of different segmentation
methods was developed by Proemgtaal. [11]. Proenca
also developed an iris recognition system usingcstral
pattern analysis methods [12].Phillipsal. presented on
the ICE web sitean evaluation report of the curistate-
of-the art in iris biometrics [13]. Ives et al weik on the
compression of iris images for applications in pbke iris

section 3, we discuss the materials and methods. WeSystems (such as in law enforcement applicatiotts),

present the results and analysis of the experimants
section 4. The conclusion is provided in section 5.

2 TheStateof theArtinlris

Recognition

This survey provides a brief coverage of the curstate
of the art in iris biometrics and its commerciapbgations.
Most of the research publications in this field dawnade
contributions to one of the four main areas in iris
biometrics: image acquisition, iris segmentatioeatfire
extraction, and classification. The most important
contribution in the early history of iris biometsicwas
made by Daugman [3, 4] where he described an atimma
iris recognition system. Daugman’s approach hat tlaé
ground for most of the later research in iris bitnee and
has become a standard reference model. In [5] Daogm
describes a border-control application of iris ggton
that is currently being used in the United Arab Eatgs
(UAE) to check visitors to the country. The UAE aladse
contains 632,500different iris images. Daugman mspo
that by wusing an iris recognition system, about
47,000people have been caught trying to enter tA& U
using false travel documents. The UAE police reptat
so far all the matches have also been confirmedtbgr
means. Another commercial example of the successtil
of iris identification systems is presented by tBairo-
Amman Bank (CAB) in Jordan. In 2008, the CAB in
cooperation with leading biometric security mantdiaer
Iris Guard was the first bank in the world to implent the
ocular security scan technology. The CAB now offiis
service in more than 80branches and 215 ATM mashine
[6].

Kekreet al. worked on the iris recognition problem
using Haar Wavelets for feature extraction and the
Euclidean distance for classification [7]. They dishe
Palacky database and found that Haar lets level-5
outperforms lower-level Haar lets. Sarhan useddASIA
database and developed an iris recognition systemhich
he used an ANN for classification and the discisisine
transform (DCT) for feature extraction [8]. Sarhalso
tackled the iris feature extraction problem usingvalets
[9]. A comparison of different iris feature extriact
methods was developed by Vats al. [10]. An

reduce the transmission time of the iris image$.[14

Several iris databases are freely available onliie list
includes the CASIA database, the iris Challenge
Evaluation (ICE) database [15], the IIT Delhi (IITDis
database [16], and the UBIRIS database, which was
developed by the University of Beira Interior inrRgal
[17]. The UBIRIS v.1 database contains 1877 images
collected from 241 eyes and has a spatial resolui@00

x 600 pixels. It simulates less constrained imaging
conditions. As an alternative to iris database ewtibn,
Wei et al. presented a framework to synthesize large
realistic iris databases [18]. Segmented iris irsagee
available from the Palacky database, a relativalglkiris
database created at Palacky University [19]. ht@ios 3

x 128 segmented iris images (3 x 64 left eyes and63
right eyes). The images have a RGB format withiapat
resolution of 576 x768 pixels and 24 bits per pikay. 1
shows three iris images of a left eye.

IIC)

Figure 1: Palacky database: Three iris imageset#me
eye

3 Material and Methods

3.1 System block diagram

A block diagram of the proposed system is depiated
Fig. 2. The input to the system is an image ofitise The
iris database used in this paper is the CASIA,database
which contains 1200 raw eye images. The imagedaare
30 persons. For each person, there are 20 iriseséay
the left eye and another 20 images for the riglet gwing
a total of 40 images for each person. Note thatdfieand
right irises for a given person are different freath other.
The original size of each image is 48@0 pixels, with
256 grey levels per pixel. We used images from seve
classes (right eyes only), with 20 samples persclabus
our dataset contained 140 images; half of whichuses
for training and the other half are used for tegtin
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Figure2: Block diagram of the proposed system.

3.2 Irissegmentation

There are various techniques to perform image
segmentation. Commonly used iris segmentation nastho
include the integro-differential, active contour aets, and
the Hough transform techniques. The classical Hough
transform was originally introduced by Paul Houghaa
image feature extraction technique for identifyimgs in
the image [20]. Later, the generalized Hough tramsf
technique was presented by Richard Duda and Petdr H
in 1972 to identify positions of arbitrary shapespecially
circles and ellipses [21]. The Integro-differenttaderator
introduced by Daugman can be used as a circulae edg
detector algorithm that assumes circular structfreéhe
pupil and limbus. It finds all circles in an imagehe sum
of pixel values within each circle is comparedhe values
of adjacent circles. The circle with the maximum
difference from its adjacent circlesis recognizedree iris.

Iris discs have different sizes for different input
images. However, for proper processing, the inpige$
must have the same size. Here we propose an aperati
that unifies the sizes of all the irises in the adat.
Specifically, the input iris disc is normalized bgnverting
it to a vector whose length is the same as thetteofithe
vector corresponding to the smallest iris dischie dataset.

In the next stage of the proposed system, the rizena
vector is transformed using the WPD.

3.3 Wavelet packet decomposition

Lossless transforms do not change the information
content or energy of the signal. Suitably selected
transforms can be used effectively in various digiral
image processing applications including compression
restoration, coding, and feature extraction. A new
transform, known as the wavelet transform (WT), has
proven to be more effective in many DSP applicatiand
has been used widely in recent years. The most corym
used wavelets are thBaubechies (db) and the Haar
wavelets. The proposed system employs DHaeibechies

dbl wavelet which is considered the first and sespl
wavelet.

In wavelet nomenclature, approximations and detais
often used where details are the high-frequenay;doale
components, and approximations are the low-frequenc
high- scale components of the signal. The disdfédeelet
transform (DWT) is a subset of the wavelet packet
decomposition (WPD) transform.

Because of its outstanding energy concentration
capability, the DWT has found many practical apgiicns
in signal and image compression. The powerful gnerg
compactness property of the WPD is evident in itinéed
number of high-magnitude coefficients found in the
transformed signal.

The strong energy compactness of the WPD makes it
very useful in pattern recognition applications,[23]. In
the proposed system, we exploit the signal comjmess
characteristic of the WPD to form a valid featusstor (f)
representing the input iris vector. Since the niogtortant
part of a signal is often contained in the lowegfiency
components of the signal spectrum (approximation
coefficients), we propose a scanning technique kbaps
the values and locations of the high-magnitude
approximation coefficients while discarding thetrekthe
approximation coefficients. The details coefficeate not
considered here since they represent a small dracti the
signal energy. As illustrated by Fig. 3, the pragbs
masking technique keeps only the higher-magnitude
coefficients (positive and negative) and also pressetheir
locations. Note that Fig. 3 uses a threshold Ie¥el5.1;
thus, the scanning operation keeps only the coefis
whose absolute values are greater than 15.1.

The output of the masking operation performed @n th
approximation vector d produces the feature vectorthe
last stage of the proposed system, f is presentad ANN
for classification. ANNs are trainable algorithnfet can
"learn” to solve complex problems from training aléiat
consists of pairs of inputs and targets (desiretpuds).
ANNs have been successfully used in many applicatio
including prediction, classification, image prodegs
regression, and adaptive control [24]-[27].

The basic building block of the ANN is the neuron,
depicted in Fig. 4. The output of the neuron isiredr
combination of its inputs. The neuron’s scaled atipis
given by y=f(a), wheref is a transfer function. A typical
ANN consists of interconnected neurons. The weigtfits
the neurons are calculated iteratively so as tinope a
certain criterion such as the Mean-Squared-ErroSEM
between the ANN output and its desired output. Bptn
weights in the sense of Least Squared Errors weriget!
by Widrow and Hoff and the algorithm is known a th
Widrow-Hoff rule or as the Least Mean Squares (LMS)
algorithm.
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Figure 3: lllustration of the proposed mask
operation using a threshold level of 15.1: (@) Ir
approximation coefficients and (b) output featueetor

X

Figure 4: The structure ofsangle neuron:;,w;, b, anda
are the inputs, weights, bias, and output, respagt

All the ANNs examined in this study are trainedwn
the same sets of inputs and outputs that are osedlin the
VQ system, and have the following specificati

1. The networks receive as input the feature ve
representing the input iris sample.

2. The network structure is a twayer fee+forward
neural network. The output layer has sev
neurons in order to represent seven cli. For
example,

3. y=[0010000]", whereT denotes the transpo
operation, represents the third cl

4. The learning algorithm used here is the b
propagation algorithm.

5. The log sigmoid function, which can approxim
binary values, is used as the transfer functio
the output layer.

To prove the merits of the proposed system,
performance is compared to that of a VQ system ubat
the Euclidean distancE&or decades, VQ has been used
popular technique imapplications involving signal ar
image compressionIn recent years,VQ has been
effectively used as a classifier in pattern rectgni
applications [28,29].

An M-level vector quantizer is a mapping of each ir
vector to a specific partition defined by an indend ar
associated vector called a code word or a reprion
vector (class). The collection of M code wordseagerred
to as the code book. The VQ technique uses a mim-
distance rule to classify(encode) a test or inpettor
(whose class is unknown).Several distortion meashiage
been proposed in the litgure including the Euclide:
distance, the Manhattan distance, the Holder ndha
Hausdorff distance, the Hamming Distance,
Mahalanobis distance, the Chebyshev distance, ha
Minkowski distance [30].

4 Resultsand Discussion

In the first stage othe proposed system, the iris rinc
isolated from the input eye image. Segmentatior
achieved here using the Integtifferential operatc. Fig. 5
shows a noisy iris detected by the proposed s\. The
figure shows circles overlaying the iris innand outer
borders.

100 200 300 400 500 600

Figure 5: segmentation of a noisy iris ime

In the proposed system, after the iris is detedteis,
normalized.Normalization is achieved here in two ste.
In the first stage, the image representing theregon is
converted to a vectoFor example, let the segmented
region be defined by the matrix

_ [‘111 Q12 ‘113]
Az1 Qzz Az3l”
The corresponding iris vector n is then found lbost
converting the matristo a vector as follov
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Iris vectors have variable lengths depending on the
input eye image. In the second stage of the nozat#din
process, all iris vectors are forced to have timeskength.
This is achieved by truncating all iris vectorstkat their
lengths are equal to the length of the smallestvector
belonging to the dataset under study. The truneatio
process ensures that the iris vectors can be $pitab
presented to an ANN after being transformed byweD,
the next stage in the proposed system. All inpgtors to
an ANN must have the same dimension. Fig. 6 defhets
lengths of the iris vectors in our dataset. It sbdhat the
maximum and minimum lengths of the iris vectors are
34609and 29510 (coefficients), respectively. Thirs,
normalize the dataset, all iris vectors are trugetdad have
29510 coefficients.

The normalized vectors are then transformed using a
WPD that employs the dB1 wavelet. The transfornmatio
yields approximation and detail vectors. In the pmsed
system, we retain the approximation coefficientd an
discard the detail coefficients since they carrysraall
portion of the signal energy. Fig.7 shows the ayeraf the
approximation vectors corresponding to iris vectufrfour
classes. Each class had 20 samples.
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Figure 6: lengths of the iris vectors for 7 classéh
20 irises per class

It can be seen from Fig. 7 that approximation vects
different classes have different peak values affigrdnt
peak locations. We exploit this characteristic lvé ¥WPD
transform to obtain distinctive features. Speclficathe
proposed scanning technique is applied to
approximation coefficients to obtain the featuretoes. In
the last stage of the proposed system, f is appbedn
ANN for classification. In the experiments, we téke
performance of the proposed ANN system and the VQ
system versus decomposition and threshold levels.
Moreover, the proposed system is tested as a amat

the

the number of neurons used. The VQ system useHein t
experiments employs the Euclidean distance. Infitlsé
experiment (Fig. 8), we test the error rate of pheposed
ANN system versus wavelet decomposition level and
number of neurons used in the first layer. The esyst
employs the dB1 wavelet and he output (secondy lage

7 neurons corresponding to the number of classgs8 F
shows that the proposed system exhibits a minimuor e
rate of 5%when the decomposition level is 8 and the
number of neurons is 11.In the second experimeagt &,

we examine the error rates of the proposed ANN \aQd
systems versus wavelet decomposition level, udiegdB
lwavelet. Here, the approximation vectors are piteskto
both systems without thresholding and the NN sysieed

10 neurons in the first layer. Fig. 9 shows tha ANN
system outperforms the VQ system and produces a low
error rate of 5 %(when the decomposition level)isvBile

the lowest error rate for the VQ system is 43.5Mtgimed
when the decomposition level is10). The highestrerate

for both systems occurs when the decomposition e

its maximum value of 14.In the last experiment (Fig),

we test the performance of the VQ system as aifimcif
both threshold level and decomposition level. Flg.
shows that that the VQ system has a minimum eater of
32.14 % when the wavelet decomposition level is¢tand
the threshold level is 78.

1000 1000

500 500

100 200 300 400 100 200 300 400

1500

1000

1000
500
500

100 200 300 400 100 200 300 400

Figure 7: Average of approximation coefficientdestel 6,
for four iris classes (20 samples per class), udiegiB1
wavelet.
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5 Conclusion

Presented in this paper is a new approach to iris
classification. In the proposed system, the igsfiist
extracted from the input eye image using the imtegr
differential operator. The isolated iris disc iswerted to a
1-D vector and then normalized so that all theegis the
dataset have the same length. The 1-D WPD is used t
transform the normalized iris vector in order tduee its
dimension and simplify the subsequent feature etitna
stage. Relying on the fact that the low-frequency
components of a signal carry most of the informmatibout
the signal, certain approximation coefficients acanned
as features using a novel thresholding technigatkbeps
the values and locations of the high-magnitude
approximation coefficients. The selected featumesthen
applied to an ANN for classification.

The proposed system has various configurations and
parameters. In this study, we investigated the nmoti
ANN structure, the optimum WPD parameters, and the
optimum threshold level for iris recognition. Toosh the
robustness and the validity of the proposed systiésn,
performance is compared to that of VQ, a minimum-
distance classifier that employs the Euclideanadist.
Both the proposed system and the VQ system rechere
same feature vectors as input. Simulation resutisepthat
the proposed ANN system produces a low error rafo
and always outperforms VQ system.
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