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Executive Summary

This report is the second deliverable from the Eduserv-funded project “Flexible and non-intrusive user authentication for mobile devices”.  The report represents the main documented output of work package 2 (Authentication methods for mobile devices).
As part of the aim of achieving flexibility and improved protection, the ability to access different data, applications and services on a mobile device should ideally demand different levels of assurance in terms of user authentication.  With this in mind, a number of usage scenarios are identified, along with basic means by which organizations and individuals may determine their sensitivity (and thus the level of authentication that they wish to apply).

Given the aim to provide non-intrusive authentication, biometric technologies are considered to represent a key element of the resulting solution.  A range of technologies exist in this domain, which can be broadly grouped into physiological (e.g. fingerprint, face and iris) and behavioural (e.g. voice, signature and keystroke dynamics) categories.  The extent to which these can be applied transparently and utilized on mobile devices varies considerably. 

The viability of achieving a biometric solution in the near term also depends significantly upon the products that are actually available and can be applied or tailored to work with mobile devices.  Although the biometric market is found to be growing, with increased standardization through initiatives such as the BioAPI architecture, the actual availability of solutions that will operate directly on a mobile device is still extremely limited.
In order to achieve an appropriate basis for the desired authentication framework, a set of existing biometric products will be selected and adapted for use in a prototype solution.  Suitable adaptations have been identified for face, voice and signature recognition products, and these will be combined along with keystroke analysis solutions that the project team has developed in-house.

The findings from this report provide the basis for ongoing work to design the flexible authentication framework, and then perform implementation and evaluation of an operational prototype.
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1 Introduction

The increasing capabilities of mobile devices, such as smartphones and PDAs, are leading to a corresponding increase in the need for security against unauthorised access.  Indeed, a recent Gartner study revealed that over 80% of new and critical information is now being stored on mobile devices; making them a high risk for business (Allen, 2005). As such the significance of protecting the information on mobile handsets has undeniably become a priority, with existing methods of user authentication (predominately based upon Personal Identification Numbers) increasingly seeming insufficient as a method of protection.  

This research seeks to establish how enhanced security can be applied, through a more robust authentication mechanism that is able to offer the user and network a wider variety of authentication options depending upon the individual, network operator and business security requirements. It is envisaged that an open approach, utilising a wide variety of authentication techniques in both an intrusive and transparent fashion, will assist in providing the flexibility required to meet the differing security and service requirements of a large user community.

This report is the second in a series of deliverables relating to key aspects of the aforementioned research. The first deliverable focussed upon the considerations of network and device centric authentication models; discussing the technical, practical and privacy aspects of numerous solutions. This report focuses upon the authentication techniques and gives specific consideration to the types of technique that are applicable for use within a mobile device.  Of particular interest are biometrics, as they are tightly related to an individual, rather than something one would carry or remember. It has been suggested they are able to provide a more reliable and robust mechanism to authenticate users, with some mobile vendors having already integrated such techniques within more recent handsets. That said, the available products are few and far between and still have not addressed the problem of maintaining user identity throughout a session rather than simply point-of-entry.
This report specifically seeks to address techniques that enable transparent verification and how they can be utilised to provide effective access control. The discussion also presents an investigation of how a combination of approaches may be used to ensure that the level of security being provided is commensurate with service provision.
2 
Establishing the Need for Flexible and Multi-Level Authentication

Current authentication, implemented mainly by PINs suffers from the traditional drawbacks of secret-knowledge based techniques. However, beyond the level of security being provided by such an approach, the nature of its implementation also has the disadvantage of only providing authentication at point of entry. Although this is effective in ensuring initial access to the device, it assumes that all services, applications and information accessible on the device are of equal value, and do not require any further access control restrictions. 
2.1 Service Usage & Security Provision

With the increasing functionality of mobile devices the number of services, applications and information accessible to the user is significantly expanding. Basing authentication on point of entry without further control of legitimate access, and without any kind of sensitivity classification for services or data, creates a lack of appropriate protection for access to individual applications and services. For example, the protection required to prevent access to a text message is substantially different to that required to prevent access to a bank account. Figure 1 shows a representation of how current authentication schemes deal with security, keeping a single level of security for all services. Figure 2 shows how the threat that derives from each service could add another dimension to the way that the security level is defined. Each service carries a certain risk of misuse and this ought to be a factor in deciding the appropriate level of security.  
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Figure 1: Current Security Assessment
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Figure 2: Proposed Security Assessment
The level of security is, at a minimal, more appropriately assigned to each service, so that each service or function can independently require a certain level of authentication and subsequently trust in the user in order to for them to get access to the specific service.  In this way, more critical operations can be assigned greater protection, leaving potentially less risky operations to a lower level of trust.  

However, it is also evident that the level of security within a service or application is likely to change during the process, as key stages will have a greater risk associated to them than others.  In order to carry out a specific task a number of discrete steps are involved, each of which does not carry the same level of sensitivity. Some processes are more critical where others are simply operational steps that assist in the completion of the desired task.  A simple example that illustrates this notion is the procedure of accessing an email inbox. The user access the inbox and at that instance there is not a real threat involved as the operation cannot lead to any misuse on its own (see Figure 3 (a)). Even if the next step is to create a new message and start typing the content, no additional risk exists. The security implications actually start when the user is pressing ‘Send’ as it is at that point that the misuse can occur if the user is not the legitimate one. All the previous steps do not involve any kind of threat as no negative effect has take place in terms of confidentiality, integrity, availability or even financial cost of the data. By contrast, in Figure 3 (b), the user again accesses the inbox, but tries to access the saved messages instead. This time the requirement for greater protection occurs earlier in the process as accessing the saved messages could affect confidentiality by having an impostor reading them. Moreover, if the impostor was subsequently to delete them, the threat level and thus the required  security would be even higher, as more factors become engaged, expanding to issues such as integrity and availability. A more complicated example of the above could be seen in mobile banking. Looking at the several steps that need to be taken in order for the service to be completed involves a range of different risks. For instance accessing the service provider in order to make a money transfer, intermediate situations during the process might involve navigating to specific bank pages or other recourses throughout providing personal information until reaching the final transfer. 


[image: image5]
Figure 3: Variation of the security requirements during utilisation of a service
It can be foreseen that each operation has different sensitivities and as such each step of the process changes the threat and therefore the risk level. However, within the context of this project only the issue of inter-process security is addressed, establishing appropriate levels of security for each service and application rather than the device as a whole.  Intra-process security will be addressed as part of further research. 
2.2 Identifying Usage Scenarios

In order to apply individual security levels to applications and services there is a need for threat assessment to classify the security risks associated with them, from both organisational and individual perspectives. From this classification, a security level could be attributed to each type of service and subsequently to the level of trust required in the user.  
Within this research a number of usage scenarios were identified based upon current and potential future usage of mobile devices at present. These scenarios assist in the design of a threat assessment template, examining the security risk that each service encompasses and an associated severity level. A criterion used to classify the different usage scenarios is the way that each service utilises network connectivity. As such the services and functions could be split into those requiring the network, those requiring traditional cellular based services, and those that operate locally on the device. This separation also assists in understanding what forms of authentication can be subsequently applied; device-centric or network centric techniques. Table 1 presents a listing of typical services and functions that can be accessed via a mobile device.
	Cellular
	Non-Network 
	Network

	Voice Call
	Contacts
	E-mail

	SMS
	Calendar
	Instant Messaging

	MMS
	Tasks
	Data Synchronization

	Video Call 
	Word Processing
	Browsing Information

	Voice Mail
	Camera use
	Downloading Web Content

	Fax
	Multimedia access
	Ticketing

	Push-to-Talk
	Data synchronization
	Location-based services (Pull)

	Conferencing
	Control of devices
	Video-on-Demand

	Value-added services
	Business Applications
	TV streaming

	
	Identification Documents
	Micro-payments

	
	
	E-learning

	
	
	E-health

	
	
	Business Applications

	
	
	Information Services (Pull)

	
	
	Adult services

	
	
	Gaming

	
	
	Gambling

	
	
	Electronic Currency

	
	
	Voting


Table 1: Examples of Usage Scenarios

The classification of risk for each service and application would change to fit the requirements of each party, whether it is an organisation or an individual. However, it is important to remember that this research is looking for an approach that is usable for all stakeholders – organisations of all sizes and individuals. The complexity of the risk assessment process therefore needs to change depending upon whether it is being completed by a professional within an organisation or a normal member of the public. 

2.3 Risk Assessment for Mobile Devices
The ability to assess the level of loss, whether it is financial, personal or perhaps business confidence, is imperative in establishing appropriate controls for the protection of assets. Risk analysis techniques have been developed and widely utilised by organisations to ensure they take account of the threats and vulnerabilities against their systems.  However, rather than consider the full range of risks associated with mobile assets, this report presents a method for establishing the level of trust required in the identity of the user wishing to access the application or service. It is recognised that mobile devices are often owned by individuals and used to store business data (or vice versa).  With this in mind, the required security will be defined by responsibility in one of three ways:

1. Organisation is wholly responsible for the device and all applications, services and business processes that operate on it.

2. Personal user is wholly responsible for the device and all applications and services that operate on it.

3. Both organisation and end-user take partial responsibility for particular applications, services and business processes that operate on it. No specific apportioning of responsibility is assumed.

Similarly to risk assessment, it is the responsibility of the appropriate party (or parties) to define the trust level required for each application, service or business process. What actually needs to be assessed will largely depend on whether the device is being used for business or personal purposes. It is envisaged for instance, for personal purposes, the user is likely to utilise the applications and services that are available and provided on the device by the network operator. The range of applications and services will largely depend on the device and therefore be fairly static. For business purposes, the range of applications and services operating on the device will include all of the default functionality (similarly to personal users), but also operate a wider range of third party and bespoke applications. It is therefore important to ensure an organisation has the ability to add applications and services. 

The level of trust can be established in several ways. Recognising the different requirements of a personal user versus an organisation, the following alternative models are proposed:

· Personal Security Model (PSM) to be undertaken by a personal user. 

· Simple Risk Assessment Model (SRAM), to be undertaken by either the personal user, the organisation, or a combination of both.

· Organisational Risk Assessment Model (ORAM), to be undertaken by organisations incorporating the mobile device functionality into their current risk assessment methodology and tools. 

Figure 4 illustrates the 3 models, with an increasing reliance upon formal risk assessment methodologies as one moves towards organisational use.
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Figure 4: Risk Assessment Models
Personal Security Model (PSM): Although risk assessment methodologies are traditional tools used by businesses to identify the level of risks, such an approach is not so viable for the end-user. It would place a significant burden upon novice users, as specialist knowledge and procedures are required. The PSM approach offers a simple means of assigning risk to a service or application. Based on the knowledge and also the personal use of the device, an individual user will simply set a risk/security level to each service or application, without any further analytical view of impact. Figure 5 illustrates an example of the PSM model using a low/medium/high rating for attributing the security to each service. 

	
	Security Level

	Service
	Low
	Medium
	High

	SMS
	(
	
	

	Voice Call
	(
	
	

	Video Call
	
	(
	

	Email
	
	(
	

	Electronic Currency
	
	
	(

	   … 
	
	
	

	
	
	
	


Figure 5: Example of PSM
The type of value that is attributed to each of the services is also left flexible, with further research required to evaluate different approaches. Potential solutions could include:

· Numeric scale (e.g. 1 (low) to 10 (high))

· Likert scale (e.g. Strongly disagree – Strongly agree)

· Boolean response (e.g. Yes – No)

Simple Risk Assessment Model (SRAM): This model can operate in one of three ways depending upon where the responsibility resides for undertaking the assessment:

1. Personal User

2. Organisation

3. Personal & Organisation

SRAM represents a more focused risk analysis tool than the PSM, useful for more security aware mobile device users. It follows a risk analysis process but focuses only upon mobile devices. Personal users who feel PSM does not provide the granularity required in the process will be able to utilise this model and follow a simplified risk analysis process. Organisations not versed in risk analysis, or lacking related expertise, will also be able to follow this model. In addition, taking into account that the responsibility of the device might reside with more than one party, this model also permits the choice of which stakeholder has the responsibility of assigning risk to each service or application.

In order to appoint the sensitivity levels, each service can be analysed in terms of the typical consequence that would potentially result from breaches of confidentiality, integrity and availability in each usage context.  The consequences considered have been adopted from a standard risk analysis methodology (CRAMM) (Barber and Davey,1992), and are classified as follows:

	· Disruption
	· Financial loss

	· Breach of personal privacy
	· Legal liability

	· Embarrassment
	· Threat to personal safety

	· Breach of commercial confidentiality
	


Figure 6 illustrates an example for the application of the SRAM model. As with the PSM model, the values to be attributed to the services can vary depending upon what is most appropriate to the circumstance.  

	Service
	Commercial confidentiality
	Personal privacy
	Disruption
	Embarrassment
	Financial loss
	Legal liability
	Personal safety

	SMS
	Low
	Low
	Low
	Low
	Low
	Low
	Low

	Voice Call
	Low
	Low
	High
	Low
	Low
	Low
	Medium

	Video Call
	Low
	Low
	Medium
	Low
	Medium
	Low
	Low

	Email
	High
	Medium
	High
	Medium
	Low
	Medium
	Low

	Business Applications
	Medium
	Low
	High
	High
	Medium
	High
	Low

	Calendar
	Low
	Medium
	Medium
	Low
	Low
	Low
	Low

	Data synchronization
	High
	Low
	Medium
	Medium
	Medium
	High
	Low

	…
	
	
	
	
	
	
	


Figure 6: Example of SRAM

Organisational Risk Assessment Model (ORAM): Many organisations already have formal risk assessment strategies in place, with relevant expertise. This final model simply permits them to integrate mobile devices, and the applications and services accessed by them, into the existing risk analysis processes.

These three models can be used independently and assist in providing the flexibility required when dealing with differing stakeholder responsibilities. The rating of each service is completed irrespectively of the risk assessment process and as such each party can use the process that best matches their requirements and ability. As such, even in the case of both the business and the user having responsibility on the contents of the device, each one will be able to attribute security levels to the services that refer to them. 

Although the use of any of these methods introduces a degree of subjectivity into the process (particularly with larger ranges of options) this method is widely utilised and accepted in risk assessment techniques. Therefore, as long as an informed person within the organisation is undertaking the assessment, it will be as good as any other form of risk assessment. This assumption however cannot be placed on the personal user, who is likely to have little if any experience of risk assessment. It is therefore important that we more carefully define how the end-user will assign values. In order to minimise the subjectivity of responses, it seems prudent to minimise the number of options available to the user, with more clearly defined meanings for each option. Given each personal user will experience a standard list of applications/services on their device, this additional information regarding the impact of each choice can be built-in to the process by the network operator.

3 Biometric Theory
There are three ways that authentication can be achieved: something a person knows (e.g. password, PIN), something a person has (e.g. a physical token) or something a person is (biometric) (Smith, 2002).  The latter category has an advantage over the other two techniques in that authentication is based on unique traits of a person and thus closely links the authentication credentials to the legitimate user, as these can not be lost, forgotten or shared. As such, in contrast to passwords and tokens, the system does not authenticate the possession of specific knowledge or a token but the presence of the actual person, as it requires extracting their personal identifiers.  

A number of biometrics have the potential to be applied in a mobile handset.  Some can leverage the hardware available by default, whereas others require more specific hardware in order to operate. Regardless of the implementation, many of these techniques carry the potential to enhance authentication in a mobile context and do so in a transparent fashion. This chapter introduces basic ideas that under-pin biometric authentication, followed by a description of the biometrics that can be applied on a mobile handset. 
3.1 Characteristics of a Biometric System
As defined by the International Biometric Group (IBG) biometrics is “the automated use of physiological or behavioural characteristics to determine or verify identity” (IBG, 2007). As can be seen in the definition, biometrics can be used in two distinct modes: identification to determine identity and verification to verify a claimed identity. 

· Identification: In this mode the biometric system reads a sample from the user and tries to find a match by looking at the entire database of registered users. A 1:N comparison is performed and thus is often more demanding in terms of distinctiveness of the biometric characteristics. Identification is commonly used when the goal is to identify criminals, where the subject must be traced from the system without necessarily providing an explicit sample (e.g. airport surveillance). 

· Verification: In this mode the system tries to verify a claimed identity. The user provides a sample and an identity (e.g. a username). The system retrieves the template that it keeps relative to the claimed identity and checks whether the newly acquired sample matches that template. This is a 1:1 comparison and is in general a much easier procedure to implement as it can be less demanding in both processing and distinctiveness of the features (in order to achieve satisfactory results). Common applications of verification include logical access control. It is this mode of operation this research is primarily focused upon.
3.2 A Typical Biometric System

Regardless of the biometric technique or the comparison mode utilised, the way in which the biometric process takes place is identical. A generic example of a biometric system is illustrated in Figure 7, where the two key functions of the biometric authentication process are shown - enrolment and authentication. 
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Figure 7: A Generic Biometric System
Enrolment represents the procedure where the user provides the biometric information to the system for it to store and generate a reference profile for subsequent authentication. The biometric sample is captured by an appropriate sensor and the reference template is generated through the extraction of features that the system requires to use for authentication. (Woodward et al, 2003).  The reference template is then stored to the template database for it to be used as appropriate. 

Authentication represents the process that takes place when a user requests access to the system. At that time, an identification or verification of his identity must take place in order to be established as a legitimate user. A new sample is acquired from the sensor, which is subsequently compared to the reference template. The result of this comparison goes through the authentication policy of the system which determines whether the sample and template are matched closely enough to recognise the user as legitimate. The result of this comparison is unlikely to be a 100% match, as it operates as a function of similarity. Due to the sensor and the user’s interaction with it, each time a new sample is acquired it is never exactly the same with any previous samples. Therefore the system relies upon the degree of similarity between two samples. This operational characteristic leads to a number of errors that determine the performance of a biometric system.
3.3 Biometric Performance
Biometrics do not operate like passwords, where the correct input of the secret knowledge can assure access to the system with a 100% accuracy. With biometrics a legitimate user might provide a sample, but several factors may still cause them to be rejected by the system. These factors might be environmental (e.g. a bad acquisition from a fingerprint sensor due to a cut finger; inadequate lighting for face recognition; or too much background noise for voice verification) or related to the underlying uniqueness of the characteristics involved. This might not only lead to rejecting an authorised user but also in accepting an impostor. As the function is based upon the similarity of two samples, the techniques that are based on less distinctive features exhibit a higher probability of an impostor matching the features of a legitimate user and thereby being falsely accepted. 

Two basic error rates are commonly used in biometric authentication as performance metrics (Nanavati et al, 2002):

· False Acceptance Rate (FAR), which represents the probability of an impostor getting accepted by the system (sometimes referred to as the Impostor Pass Rate); 

· False Rejection Rate (FRR), which represents the probability of falsely rejecting an authorised user (sometimes referred to as the False Alarm Rate).

A threshold setting is attributed to the system, which defines the level of similarity that is acceptable. The threshold value is chosen in order to define what level of FAR and FRR are tolerable for the overall system. In general defining this threshold is a non-trivial task, as the setting will affect both the security and the usability of the system. For example, while a tight setting will result in a lower FAR (and therefore improve security), it will also risk increasing the FRR, thus impeding usability. This relationship is illustrated in Figure 8. 
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Figure 8: Biometric Performance Rates
Ideally these two errors would have a very low value approaching zero at the threshold value. However, the two errors share a mutually exclusive relationship and as such are rarely both at zero (Cope, 1990). The point at which FAR and FRR converge is called the Equal Error Rate (EER), which offers a common reference between biometric systems in order to compare them (Ashbourn, 2000). Although FAR and FRR provide an idea of the accuracy of the system, when looking into the performance of different biometric systems, the EER provides a means of comparison as the FAR and FRR are influenced upon different factors that derive from setting the security of the system. As such EER is a more representative comparison metric for the average performance. 

In addition, there are other error rates usually utilised within biometric systems for evaluation: 

· Failure to enrol rate (FTE), which refers to situation where the sample is not able to provide enough information to create a template. That can be due to noise from the capture or a lack of features from the user, for example burned fingers. 

· Failure to acquire rate (FTA), which refers to the situation where the system is unable to acquire a sample from the user

Although FAR and FRR are the common error metrics, different vendors, evaluation tests and academic research use alternative means to represent performance. For example in some cases the two principal rates are referred to under the names of Failure Match Rate (FMR) and False Non-Match Rate (FNMR), which represent the errors that derive solely by the comparison between the reference template versus the newly acquired sample. In such cases, what FAR and FRR represent is a combination of the FMR and FNMR and failure to acquire rate (some might include the failure to enrol rate in the equation for the FRR rate) - showing the performance of the whole system for one attempt, as shown in functions 1 and 2. (Mansfield et al, 2001; NSTC, 2006) 

(1)  FAR(τ) = (1- FTA) FMR(τ)

(2)  FRR(τ) = (1- FTA) FNMR(τ) + FTA
, where τ is the threshold value
Given the different interpretations that are possible, attention must be given to reported algorithms or vendor claims to ensure the correct comparison between performance rates is made.  Although independent parties, such as the International Biometrics Group, provide evaluation tests in an independent and standardised fashion (enabling the opportunity to directly compare different biometrics under the same experimental circumstances), these are not always the figures reported in marketing contexts.  It must also be recognised that performance claims are typically generated from controlled experiments, within confined environments and restricted conditions. Therefore a real-world application is very likely to see a drop in performance. 

3.4 Biometrics Techniques

Generically biometrics are categorised in two types: physiological and behavioural. Physiological approaches perform authentication based on a physical attribute of a person, such as their fingerprint or their face. By contrast, behavioural biometrics utilise distinct features in the behaviour of the user to perform the relevant classification, such as their voice or their signature. 

Physiological biometrics tend to be more trustworthy approaches, as the physical features are likely to stay more constant over time and under different conditions, and tend to be more distinct within a large population (Woodward et al, 2003). For this reason physiological approaches are often used in identification-based systems, whereas behavioural characteristics (which tend not to have such unique characteristics and vary more with time) are therefore mainly used for verification purposes. 

An overview of a number of biometric approaches, and an insight into their key functionality and features, is provided the in the following sections.
3.4.1 Physiological Biometrics
3.4.1.1 Fingerprints 

This technique bases its operation on the unique ridge configuration appearing on the finger, which remains unchangeable throughout the person’s life (unless injury occurs). Most of the fingerprint systems available base their operation in identifying discontinuities and irregularities - called minutiae - which characterise the ridges and valleys existing in fingerprints (Nanavati et al, 2002). Although there are different types of minutiae, the most commonly used is the point where the ridges end and where bifurcations exist (Nanavati et al, 2002; Yun, 2003). The Federal Bureau of Investigation (FBI) suggests that there cannot be more than 8 common ‘minutiae’ between two people (Ruggles, 2002). 
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Figure 9: Fingerprint Image & Distinct Features

Nevertheless apart from minutiae, there also other techniques that have been adapted to match fingerprint samples. Maltoni et al (2003) classify these as follows: 

· Correlation-based, where two digital fingerprint image samples are compared pixel to pixel given different alignments (i.e. rotation) in order to conclude to a result.   

· Minutiae-based, which compares the common minutiae points between the two fingerprint samples

· Ridge feature-based, where features in the ridge pattern other than minutiae are utilised such as ridge shape, orientation and frequency etc. This technique is particularly useful in low-quality samples where the minutiae extraction is not sufficient. 

Fingerprint images can be categorised as offline and live-scan depending on the way that the sample is acquired. Offline scan is the technique usually performed in forensic applications, where the fingerprint must be collected from a foreign surface. Live-scan is what is commonly used in automated systems today to perform verification or identification of a person, where the subject must present their fingerprint to a sensor and a live sample is collected. To perform live-scan a number of sensor technologies are utilised (optical, solid-state, ultrasound etc.), each of which varies in quality of acquisition as well as in cost.
There are two ways for a person to present the fingerprint to the sensor. The commonly used approach is to simply apply the fingerprint on the sensing area. Nevertheless this not only creates dirt on the sensor (which gradually leads to badly acquired images), but also requires an extended sensing area to cover the whole fingerprint. As such another technique is for the user to swipe the finger on a smaller area and the image is subsequently recreated from the sliced instances of the fingerprint. This approach requires a far smaller sensor (thus reducing cost) and also keeps the sensor cleaner and raises the performance requirements. On the one hand the system must have had enough throughput in order to be able to capture subsequent images from the sensor, as the reconstruction of the image can be time and computationally demanding (Maltoni et al., 2003). 

Generally, the main problem with fingerprint systems is the acquisition of appropriate images to create templates. There a number of factors that play a role in acquiring a good clear sample, such as environmental conditions that might affect the surface of the fingertip (making the image of the fingerprint appearing to fade out). The positioning on the sensor and the finger, and the pressure applied might lead to a poor representation of the distinctive characteristics (Nanavati et al, 2003). To counteract this problem raw images are stored as templates (Maltoni et al, 2003). 

3.4.1.2 Facial Recognition

The facial structure of a person provides enough information to recognise one individual from another. The most common approach captures the face and extracts its geometry, looking specifically for the distance between key features such as the points of the eyes, of the side of mouth and the nose (Ashbourne, 2002; Yun, 2003). This is one of the main face recognition techniques – called feature-based, which can be very tolerant in positioning variations. However the automatic tracking of the distinct points is not efficient enough to offer results of high accuracy (Yun, 2003). More recent techniques seek to analyse the face as a whole (Chellappa et al, 1994). Typical approaches of this are Eigenface images and elastic matching, examples of which are illustrated in Figure 10 (a) and (b) respectively.  Holistic approaches like these can offer higher performance, as they consider all available information rather than simply the distinct points (Yun, 2003). However, these techniques have poor tolerance to posing variations and require a more extensive amount of training data (Chepalla et al, 1994).
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(a) Eigenface
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(b) Elastic Matching


Figure 10: Face Recognition Techniques

Although face recognition has a good level of accuracy, each approach varies in performance relative to the others depending upon a range of factors such as lighting conditions or the angle of capture (Ashbourne, 2002; Zhang et al., 1997). This complicates its application in a mobile environment where varying conditions are likely to occur (e.g. the level of illumination is likely to change considerably throughout the day). Furthermore the potential of applying this technique in a transparent fashion introduces further complications, as it would be necessary to capture images of the user without them having explicit knowledge. That would result in images being captured in uncontrolled positions, with the user potentially looking in many different directions. 

3.4.1.3 Iris Scanning

The iris of each individual records a complex pattern in the coloured area of the lens which is unique and also remains stable throughout the life of the person (Daugman, 2004). It has been identified that this pattern not only varies between two persons but is distinct for the left and right eye of the same individual, making the technique distinctive and highly reliable. As such it has been used for a number of applications, such as airport security, border control and hospital access.
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  (a) Iris Area 



                      (b) Iris pattern

Figure 11: Example of an iris
Despite the uniqueness of the features and the high tolerance, the accuracy of the technique relies on the ability to capture those features (Ashbourne, 2002). For that reason, technology plays an important role and specialised capturing sensors are required to capture the iris image. Due to sensitivities in the camera, stillness of the iris and distance from the capturing device are important factors to consider in the design of a system. For example, often a person must stand at least 10-12 inches from the sensor in order to acquire a good sample, which makes the technique quite intrusive to the user (Ruggles, 2002). Within a mobile context, these requirements would make transparency difficult to achieve. 

3.4.1.4 Ear Geometry

The human ear has been recently proposed as a basis for a biometric, with a number of research studies suggesting it has adequate distinctive characteristics in order to differentiate between people (Victor et al., 2002; Burge et al. 1998). However, the level of distinctiveness that the ear exhibits has yet to be fully established. The application of ear geometry to date has not yet been commercialised, but the distinctiveness of the ear has been utilised in a number of criminal cases (with earmarks are being used as evidence), suggesting the approach has promise (Lammi, 2004).

There are three techniques used for ear identification: photo comparison of the ear, earmarks and thermograph photos.  Of these, earmarks are a technique used for crime investigations rather than for general biometric verification. Examples of the other two techniques are illustrated in Figure 12.  Although the whole ear structure and shape is utilised, as it carries a range of complicated structure features, a special interest is focused on the outer ear and lobe.
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	(a) Ear features and distances utilised in photo comparison analysis
	(b) Thermograph photo  utilising colour and textures to identify distinct parts of the ear


Figure 12: Examples of Ear Geometry Techniques

Ear recognition is often compared to face recognition, as they both constitute appearance-based biometrics. As such some techniques used in face recognition such as Eigenfaces have been also utilised in ear recognition for image analysis. Even though face recognition is a well-established biometric there has been cases where ear recognition has matched its performance, under identical conditions and variations in lighting, posing, etc. (Chang et al, 2003).
Ear recognition could be a future solution for application in a mobile device in a similar fashion to face recognition. Nevertheless, the application of the technique in a transparent fashion could be problematic as it requires the ability to acquire adequate full images of the ear (which would not be possible from the natural position when the handset is in use).
3.4.1.5 Gait Recognition  

Gait recognition is a relatively new method for biometric authentication, looking to identify a person by the way they walk. Even though its biometric application is relatively new, the distinctive nature of a person’s gait has been proposed back in the mid 1960s by psychologists (Murray, 1967). Its application is mainly based on analysing video sequences to identify distinct movements of the person’s main body parts (i.e. feet, hands, and angles between the body parts). Based on its operation it has a major advantage of being able to perform identification from a distance. However, in order to be utilised in a mobile handset as a standalone method the device would require a number of additional sensors, such as accelerometers. This kind of application has already taken place using a sensor device attached in a mobile phone which can identify walking characteristics to enable identity verification (Young, 2005).

3.4.2 Behavioural Biometrics

Behavioural biometrics have traditionally been less popular than their physiological counterparts as they have suffered from lower performance rates. This is beginning to change, and techniques such as voice verification are becoming increasingly popular. Given the underlying characteristics tend to change more frequently, careful consideration needs to be given to their design and implementation.
3.4.2.1 Keystroke Analysis

This technique discriminates between users based on their typing characteristics. Based upon previous research, the characteristics that have demonstrated to provide the most discriminative information are:

· inter-key latency, which is the interval between two successive keystrokes (at press or at release), and 
· hold-time, which is the interval between the pressing and release of a single key 
[image: image15.jpg]Hold Time  Inter-key Latency

NS
=lls 1]

—_—





Figure 13: Keystroke Analysis Characteristics
Other characteristics have also been investigated, but have not proved to present significantly more discriminative information for the additional complexity they add to the system. To date, research has demonstrated a successful performance of the technique when applied to regular keyboards. The approach itself can be applied in two modes: static (text-dependent) or dynamic (text-independent). In the static approach, a user is verified against a known text string, allowing a profile to be built for the specific keypresses (e.g. combining keystroke analysis with the input of usernames and passwords).  By contrast, the dynamic approach permits a user to enter “free-text” and therefore requires a more general profile of keystroke activity. The resulting characteristics are therefore likely to be more variable than their static counterparts.
In general, the technique does not share the distinctiveness of other approaches, resulting in higher error rates. Nevertheless, the fact that it can be applied in conjunction with normal user activity means that the dynamic mode could be a useful basis for transparent authentication. However, research to date has not reached the performance results of the static application of the technique (Leggett et al., 1991; Napier et al., 1995).  Nonetheless, studies conducted by the authors have concluded with promising results for the application of the technique (Clarke & Furnell, 2006; Karatzouni & Clarke, 2007).

3.4.2.2 Voice Verification 

This method tries to identify a person from the way they talk. It was one of the early biometric applications commercially available and in general is considered a good potential for many telephony based systems (Ashbourn, 2002). Voice scanning looks to extract discriminative information by examining the dynamics of an individual’s speech.  The technique does not rely only on the sound of a word or phrase that someone could closely replicate, but it takes under consideration the overall dynamics, which cannot be rendered by mimicking the voice of the legitimate user.
There are three ways that voice verification can be performed:

· Text–dependent : The user must repeat a specific pass-phrase. 

· Text–prompt : The user is given a new challenge phrase each time to repeat.

· Text–independent : The user can be authenticated regardless of what they are saying.

The first two approaches have been extensively researched and also applied in real world applications as a means of verification. Static verification techniques are much easier to perform, as the distinct dynamics of the voice can be recorded during enrolment and the repeated pass-phrase is identical each time to the original enrolment. A text-independent approach would have to operate in a dynamic manner, to identify the voice characteristics without a static reference. This is a complicated task as it is difficult to identify the common discriminative features between two samples and puts a significant burden on both the feature extraction and classification algorithms. Although efforts have taken place towards this direction, the technique has still not yielded satisfactory results and lacks any commercial exploitation.
A further downside of this approach is that the quality of sound required for the samples will be unlikely to have the same quality as the reference template which was acquired in a controlled environment (Nanavati et al., 2002). The noise that might be captured during the authentication process can significantly affect performance. Especially for remote applications where the voice signal might differ significantly due to outside noise. The application on a mobile environment would be even more problematic, where the practical conditions of use could impose much more interference. Nevertheless, voice verification is considered to be an approach that would be desirable for mobile devices. Moreover the evolution of the technique to operate in a text-independent fashion would enable transparent authentication (e.g. in telephony contexts).

3.4.2.3 Signature Recognition
Signature recognition in its non-automated form has been used for thousands of years as people have been signing their name in order to attach their identity to an object or an action. The method tries to differentiate between users by examining the way in which they sign. The biometric can be realised in a static mode (by comparing the final appearance of the sample against the template), or in a dynamic manner (where the overall dynamics of the user’s handwriting, such as pressure, speed, direction and the number of strokes are analysed rather than just the final result) (Ashbourn, 2002; Gupta & McCabe, 1997). The latter approach provides a far stronger and more robust approach, as impostors cannot simply replicate a signature but must replicate the action of making it. As such, most current systems utilise the dynamic implementation of the technique. 
3.4.2.4 Service Utilization 

Service utilization has been a more recent suggestion as a biometric, looking to identify patterns of usage based on specific interactions with applications or services (Furnell et al., 2001). An example of such an approach in a PC environment would be the monitoring of the usage of applications with metrics such as frequency and duration of access. Unfortunately this would involve a large volume of data to process and classify, with the variance also quite high. Nevertheless, prior research has demonstrated sufficient discriminative information to utilise the technique to monitor interactions (Moreau and Vandewalle, 1997). Similar applications have also been used in domains such as fraud detection (Rawlings, 1997). 

3.5 Comparison of Biometrics

It is often difficult to directly compare different biometric approaches.  However, as previously indicated, the EER is often used as a primary indicator. On this basis, Table 2 illustrates the performance of the different approaches based on results from numerous research studies and independent sources. 

	Biometric Approach
	Equal Error Rate (%)

	Facial Recognition 
	2.5, 7 (Mansfield et al, 2001)

	Voice Verification
	3.5 (Mansfield et al, 2001)

	Fingerprint Recognition
	4.5, 6, 9 (Mansfield et al, 2001)

	Signature Verification
	1.19 (Mohankrishnan, 1999), 2.84 (Yeung et al, 2004)

	Iris Recognition 
	0.2 , 3.2 (IBG, 2005)

	Keystroke Analysis
	1.3 (Obaidat & Sadoun, 1997), 8 (Clarke & Furnell, 2006), 12.2 (Karatzouni & Clarke, 2007) 


Table 2: Performance of Various Biometrics 
Apart from the accuracy or performance of a biometric there are other things to consider when deploying a biometric system.  For example, factors such as cost and user friendliness could impose major limitations on the system. The International Biometrics Group (IBG) has identified four factors to consider when choosing a biometric system: Intrusiveness, Distinctiveness, Cost and Effort (IBG, 2006). The evaluation of those factors in relation to the biometric approaches is illustrated in the Zephyr Analysis graph by IBG, as seen in Figure 14.
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Figure 14: Zephyr Analysis of Biometrics
· Intrusiveness refers to the involvement of the user in the authentication procedure, in terms of when and in what way they are required to authenticate themselves. For example, a biometric system that requires from the user to interrupt his activity, or demands the authentication procedure to be done under specific conditions, has a high level of intrusiveness.
· Distinctiveness of a biometric is the ability of the technique to successfully discriminate between different users, which is in turn related to the uniqueness of the features that each biometric utilises. 
· Cost is the financial implications that the deployment of a biometric will incur. 

· Effort refers to the ease that the use of the biometric, including both the procedures of enrolment and verification.

3.6 Identifying Appropriate Biometrics
As the prior discussion has identified, various biometric techniques could theoretically be applied to mobile handsets. However, from a practical perspective there are a number of issues to consider. As previously discussed there are issues of usability and cost associated with the selection of a biometric technique. For example, the application of iris scanning in a mobile environment is certainly more problematic if someone considers the sensitivity of the technique and the positional requirements that it imposes, rather than (for example) applying facial recognition as the detail required is far less extensive than the former. Furthermore iris imposes more extensive hardware requirements, as a far more sensitive camera sensor would be required.  Even though any biometric will be affected by the environmental/external conditions caused by the use of a mobile, certain techniques can be considered to be more tolerant. 
Table 3 illustrates a number of biometrics that have the potential to be utilised in a handset, as well as a number of parameters that are considered important for their application. The first factor is the hardware requirements and the potential cost implication of the technique. The additional integration of specialised biometric hardware would aggravate the already high cost of the mobile handset (e.g. AuthenTec a company that develops fingerprint sensors, needed to reduce prices from $3 to $1 to facilitate large-scale deployment (Blau, 2007)). The second factor - accuracy, representing the performance of each technique - has been attributed based on results announced by the International Biometric Group (IBG, 2005) and National Physical Laboratory (Mansfield et al., 2001). The non-intrusiveness factor refers to the ability of a technique to acquire the necessary samples without requiring any explicit interaction from the user. This provides the capability of authenticating the user at various times, without adding inconvenience to their regular use of the device. 

	Biometric technique
	Sample acquisition

capability as standard?
	Accuracy
	Non-intrusive?

	Ear shape recognition
	(
	High
	(

	Facial recognition
	(
	High
	(

	Fingerprint recognition
	(
	Very high
	(

	Handwriting recognition
	(
	Medium
	(

	Iris scanning
	(
	Very high
	(

	Keystroke analysis
	(
	Medium
	(

	Service utilization
	(
	Low
	(

	Voice verification
	(
	High
	(

	Gait verification
	(
	Unknown
	(


Table 3: Potential biometric techniques for mobile devices
From the table it can unfortunately be seen that the techniques that share the highest accuracy are at the same time more intrusive to the user. As such there will always be a trade-off and a balance to be sought towards satisfying both sides. Nevertheless, there are a number of techniques that can operate transparently without further hardware requirements:   

· Voice Verification: Capture voice samples during a voice call.
· Face Recognition: Utilise the front camera of the handset during a video conference call or capture snapshots during other interactions when the user will be expected to be looking at the screen.

· Signature (handwriting) Recognition: Capture samples while a user utilises an editor in order for example to keep notes.

· Keystroke analysis: Capture samples while a user is typing text messages or writing a document. 

· Service Utilization: Monitor the interaction of the user with the device based on application use, frequency and timing of use, etc. 

Each of these techniques could be potentially used to acquire the authentication samples necessary, without disturbing the user and constitute a monitoring mechanism that can maintain trust in the user’s identity continuously throughout the usage of the device..

4 The Biometric Marketplace

Recent years have witnessed an increasing interest in biometrics, and a number of related products have emerged as a consequence. The following sections will provide an overview of the biometric marketplace and also the standards and products that are currently available.  These aspects are of relevance when considering the current options for integrating the technology within mobile devices.
4.1 Market Overview

Although biometrics have a long way to go before reaching the penetration of other authentication methods, their deployment has certainly increased in recent years.  For example, the annual Computer Crime and Security Survey from the CSI/FBI suggests there has been an increase in deployment from 8% in 2000  to 20% in 2006 (CSI, 2000; CSI, 2006). Meanwhile, the International Biometric Group predicts that the biometric market will reach $5.7 billion in 2010 - a significant increase from the $2.1 billion in 2006 (PRNewsWire, 2007). Figure 15 illustrates the industry revenue estimations for the biometric market until the year 2012.
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Figure 15: Biometric Industry Revenues, 2007 -2012 (IBG, 2007)
Focusing on preference towards specific biometric techniques and their share in the market, physiological approaches are clearly favoured in comparison with behavioural options. As the Biometrics Market and Industry Report 2007-2012 report by the International Biometrics Group (IBG, 2007) indicates, 84.6% of the biometric market is controlled by standalone physiological biometric techniques. Figure 16 illustrates the distribution of the market amongst the different approaches.
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Figure 16: Biometric Market (IBG, 2007)
As can be seen fingerprint recognition has the largest percentage; which is somewhat expected due to the well-known and trusted nature of the approach. Indeed, trust and awareness seem to play a fairly major role to the adoption of each approach, as some of the other approaches do not lack discriminative ability yet are not popular choices.

Unfortunately, despite the value that biometrics can add to the security of the system, the biometric products available have often not yet reached the performance capabilities to support the requirements for both security and usability. Many vendors choose security over usability, making the approach time consuming and invasive. Even with highly distinctive biometrics, such as fingerprints, the overall performance has not yet hit high levels of satisfaction. For instance, evaluation tests performed by the International Biometric Group showed that some products would falsely classify users based on their fingerprint at a rate of 20% (Sanders, 2007).  

An important issue affecting large scale deployment of biometrics is the lack of compliance standards. (Sanders, 2007). Although a number of proposed specifications that have been proposed, it has not been until more recently that the BioAPI (discussed in the next section) became an international standard. That said, adoption of the standard has been slow, with many companies still not compliant. The existence of common profiles for data intechange, file formats and interfaces is essential in order to be able to provide flexibility and ease of integration and extensibility to biometric systems. This is seen as an increasing issue as mobile operations extends and there is a further need for flexibility and independence rather than bespoke application development (Gilhooly, 2005). 

4.2 Biometric Standards and the BioAPI

Biometric standards started to appear back in 1986 for law enforcement purposes, when the US National Bureau of Standards published the first standard in order to exchange fingerprint data. However, it was not until 2001 that the focus was given to biometric standardization (Tilton, 2006). Since then a number of bodies have initiated projects for the creation of common mechanisms for handling biometrics, either national, such as American National Standards Institute (ANSI) and the British Standards Institute (BSI), or international, such as the International Organization for Standardization (ISO), the International Electro-Technical Commission (IEC) and the International Telecommunications Union (ITU).
Each of these bodies have developed standards to cover different aspects and layers of biometric systems, focussing upon biometric data structures, data interchange formats and programming interfaces. Some of the most well known standards involve the ISO/IEC 19794 series for Biometric Interchange Data Format, ANSI/INCITS 398-2005 the Common Biometric Exchange Formats Framework (CBEFF) and the BioAPI specification now adapted to be  the ISO/IEC 19784 standard. The latter is beginning to play a significant role in the industry, enabling interoperability of systems by providing independence in how different biometric components communicate. As such the following sub-sections provide an overview of the specification. 

4.2.1 BioAPI 

The BioAPI was initially developed by the BioAPI Consortium in 2001 in order to provide a common API for applications to communicate with biometric devices in an independent manner. ANSI adopted the specification in 2002, turning it into a US national biometric standard – ANSI/INCITS 358-2002, (which is also known as BioAPI 1.1). It was only recently that the BioAPI became an international standard by ISO, upgrading and improving the earlier version of the specification. The new standard is the ISO/IEC 19784-1:2006 (also known as BioAPI 2.0). A further extension of the standard was announced in 2007, also known as BioAPI 2.1.

BioAPI defines architecture in order for integrating different biometric components under the same system. Its architecture comprises three major components: 

· Biometric Applications

· BioAPI Framework

· Biometric Service Providers (BSP)

The architectural model, as defined in the ISO standard, can be seen in Figure 17.
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Figure 17: BioAPI Architecture
The BioAPI framework enables the interoperability of biometric products so that there are no dependencies upon the vendors. As such, within the same systems a variety of components can be integrated and co-exist having a way through the BioAPI to cooperate by having the latter enabling calls to a number of different applications.  This can be a major advantage, enabling update and improvement of systems and performance by adding new components and classification algorithms, without having to change hardware, platforms or infrastructure of a large-scale system. 

With BioAPI 2.0 an extra layer was added under the BSPs, with the name Biometric Functions Providers (BFPs). The extension of the BFP adds an extra layer of functionality and further enables independency between the biometric device vendor and the software. The role of the BFPs is to divide the functionality of the BSP between these two components. There are four categories of BFPs (BioAPI Consortium, 2007): 

· Sensor BFPs ,  for managing sensors

· Archive BFPs, for managing access to a template database

· Processing-algorithm BFPs, for processing biometric samples

· Matching-algorithm BFPs, for comparing a sample against the reference template

That gives a further flexibility (for example) to the algorithms used, so that the same device could potentially utilise different classification processes to perform its operation rather than having dependencies on a specific vendor.  
BioAPI appears to be an upcoming industry standard that can help towards building a bridge for different products to interoperate - something that has missing and inhibiting the development of the industry. However its adoption by industry has been slow, with the most recent version of the BioAPI standard only now beginning to be integrated with existing solutions. 
4.3 Biometric Solutions 
There are a number of biometric vendors offering biometric products with a combination of software and hardware. Table 4 provides an overview of the leading vendors that offer products targeting a variety of applications: physical and logical access control through to law enforcement and government purposes. A more extended list of vendors can be found in Appendix A.   The right-hand column of the table indicates whether a Software Development Kit (SDK) is available to enable custom development around the biometric system (which would, for example, improve the potential for incorporation within the current research project).
	Technique
	Vendor
	Solutions
	SDK

	Fingerprint
	
	
	

	
	BioScrypt
	A range of solutions for physical and logical access control as also development tools
	(

	
	L-1 Identity Solutions
	Software and hardware solutions for fingerprint for access control, PCs and mobile devices.  
	(

	
	Digital Persona
	Solutions for corporate, government and other civil applications 
	(

	Face
	
	
	

	
	L-1 Identity Solutions – (Identix)
	Software solution for face screening.  
	(

	
	Cognitec Systems GmbH
	Software solutions for access control, border control and desktop applications.
	(

	Voice
	
	
	

	
	Nuance
	Various applications for voice control mainly over desktop application
	

	
	T-NETIX
	Voice verification and identification solutions for fraud detection, call management and telephony–based secure applications
	

	Signature
	
	
	

	
	CIC 
	Software solutions for signature verification and digital signatures
	(

	
	CyberSign
	Signature verification for network or local applications on PCs and mobile devices
	(

	Iris
	
	
	

	
	Iridian
	Iris recognition software and hardware solution for secure access. 
	(

	
	IriTech
	Iris recognition algorithm as also standalone system for the application of the technique
	

	Keystroke
	
	
	

	
	Biopassword
	Software solution for application and network access 
	


Table 4: List of biometric vendors and products

What was apparent from an analysis of the overall market is that products are mainly focused towards the application of biometrics in access control and government applications, with the majority of cases utilising traditional physiological biometrics such as fingerprints. Other, less established approaches do have commercial products but these have had lower impact to date. This was illustrated not only by the number of products that are available but also by the lack of development tools. Furthermore, regardless of the actual biometric approach under consideration, the market is full of vendors offering bespoke applications for large-scale development, but few with off-the-shelf products for quick and easy implementation. 

4.4 Biometric penetration in the mobile security market 

Vendors have been proposing biometric security on mobile devices for several years and market estimations suggest they will comprise a significant element of security for mobile devices in the future. For example, a study from Juniper Research states that mobile biometric solutions are going to contribute $268 million towards the total mobile identity and access management market by 2011 (ITWales, 2006).

New handsets deploying biometric approaches are being announced regularly, with many based upon fingerprint solutions. Other biometrics however are also being introduced some of which are: facial recognition; signature recognition; and newer approaches of gait recognition (Young, 2005). Table 5 lists biometric techniques currently available on mobile handsets.

	Technique
	Product/Vendor

	Fingerprint 
	NTT DoCoMo, 2003

	Face 
	Omron (Omron, 2005)

Oki Electric (Biometrics.co.uk, 2006)

	Signature
	PDALock (PDALock, 2006) 

	Iris
	xVista (Cellular-News, 2006)

	Gait
	VTT (Young, 2005)


Table 5: Biometric Applications on Mobile Handsets
Unfortunately, all of these applications only seek to strengthen existing point-of-entry authentication. This project addresses these issues by looking to combine different approaches that go beyond point-of-entry and enable the system to maintain confidence in the user’s identity throughout the use of the device.
5 Implementation Issues & Considerations
Although biometrics can constitute an alternative solution to the user authentication problem, their application on a mobile device is restricted by the current state of the techniques and the available products. Furthermore, for the objectives of this project, the application of biometrics in a transparent and flexible manner would also be problematic due to the lack of appropriate solutions at present. The following sections present an overview of the integration of biometrics to the envisaged framework and also their linkage to the usage scenarios presented in Chapter 2.  In the following sections, a presentation of the implementation issues encountered when integrating a number of biometric approaches into a prototype are discussed based upon the current state of the art. 

5.1 Integration & Compatibility of Biometrics
This research is looking to develop a framework that would be compatible with a wide range of techniques to enable authentication to be achieved in a flexible manner that can fit the varying security requirements of services, individuals and organisations. To achieve that, it has been identified that a number of non-intrusive biometrics approaches are required to enable a transparent and continuous monitoring mechanism. It is also envisaged that secret-knowledge and token-based solutions could be integrated into the framework in order to enable explicit authentication to be conducted as and when appropriate (e.g. instances when the current operational conditions prevent the capture of samples for the transparent biometrics). 

Even though the framework would be in the position to support the different techniques, decisions regarding which one(s) to use would depend on the configuration.  The role of the framework is to provide the option to use the most desirable means of authentication for each user, by intelligently managing and establishing that the verification of the user is commensurate with the services they are utilising.

The envisaged framework should be in position to support a biometric approach regardless of the way that each one of them is implemented by the vendor. For instance, as long as the framework supported facial recognition as an approach, it would operate independently of the specific facial recognition algorithm. Figure 18 illustrates the interoperability between the framework and biometric approaches.  This not only enables easy upgrade of the authentication techniques but also is vital to the interoperability and independence of the system.
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Figure 18: Framework Interaction with Authentication Approaches
In order to achieve this degree of flexibility a common interface must be available so that each new approach to be integrated mechanism for connecting. The BioAPI specification fits exactly into this independent model. Therefore, it is proposed to utilise this specification within the framework to enable exchange of biometric data. This will enable the easy addition of any vendor’s product that complies with the international standard. Figure 19 illustrates the interaction of the framework with the BioAPI framework, identifying key stakeholders within the model. 

As illustrated in Figure 19, each stakeholder has a key role to play. The framework is responsible to ensuring the interchange of the biometric information and calls with the BioAPI framework. It is essential that vendors are compliant with the BioAPI standard in order for the techniques to be able utilised within this system. Utilising this approach, the framework only need be revised when a new type of authentication technique is introduced (not a new vendor), resulting in far fewer revisions to the framework and a greater degree of choice to the deploying stakeholder. The key motivation for the revision is to adapt the technique for use in transparent authentication. If this were not necessary, the framework would not need to be revised.
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Figure 19: Integration of the Framework and the BioAPI Standard
5.2 Linking biometric techniques to usage scenarios

A key objective of the framework is linking the level of security to current service provision. As described in Chapter 2, different services have varying security requirements and as such the authentication must be defined appropriately to represent these requirements. The framework therefore seeks to associate the level of security of each service to appropriate techniques so that a flexible and intelligent mechanism can establish whether the system has adequate trust in the user to permit access to individual services. 
Figure 20 illustrates an example of how different services correspond to different security levels. Of course this ranking of the services is a matter to be decided by the administrator (or any party that would be responsible to assess the security requirements as discussed in Chapter 2). As the risk is increased the required level of confidence in the identity of the user also increases. 
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Figure 20: Service Provision & Confidence Requirements
To reach a high confidence level required to access sensitive services or information the system would require several authentications to have been performed successfully using appropriate techniques. The biometric techniques would normally be operating in a transparent mode, but could also operate intrusively when insufficient transparent samples exist. Depending on the required level of confidence, and the level the user currently has, the system would either permit immediate access to requested services or request explicit authentication in order to obtain the required level. 

As different biometrics have varying accuracy and performance, it is essential to ensure the level of security that can be obtained by a specific technique is commensurate with the performance of the technique. As such, each of the biometric techniques would be associated with a specific value that can be added or subtracted to the confidence level for the user, up to a maximum level. More accurate techniques will have a greater effect upon the confidence level. Table 6 illustrates how the performance level of a biometric technique is tied to the value that it contributes to the confidence level. B0 has the highest confidence, with B3 the lowest. 

	Confidence Level
	Performance of Biometric
	Contribution Value
	Maximum System Security Level

	B3
	10-20%
	0.5
	2

	B2 
	5-10%
	1
	3

	B1 
	2-5%
	1.5
	4

	B0
	0-2%
	2
	5





Table 6: Associating techniques to confidence levels 

More accurate biometrics can therefore be assigned to more demanding services, leaving lesser performing techniques to assist in leveraging the level of confidence for less security demanding services. The Maximum System Security Level is included to ensure a user is unable to achieve the higher security levels by utilising techniques with relatively low performance or in general lower confidence levels (i.e. B0, B1). As such each technique can only contribute towards a maximum security level that corresponds to the confidence of technique. This ensures a user that for example with a System Integrity Level of 5 has not only had consistent successful authentication requests during their session, but has also recently been authenticated by a biometric technique with a confidence value of B3.

This linkage of techniques to a specific usage of the device should not only consider how accurate a specific biometric is but also the performance of the technique in relation to a user (i.e. some biometrics – particularly behavioural ones – work better for some users than others). Although simple in concept, this latter objective imposes additional layers of complexity within the framework. 

5.3 Prototype Implementation
In order to evaluate the proposed framework, a prototype will be developed. Although the prototype will include all the key functionality of the framework, a number of components will differ from the proposed specification due to current limitations in technology.

This section will describe what issues currently exist in developing the prototype and what measures are being put into place to ensure a full functioning prototype is developed. 
5.3.1 Product Availability and Market Response

From an analysis of the biometric market (described in Chapter 4) a set of proposed authentication techniques were selected and more focused research took place in order to identify products that could be utilised to integrate the techniques in a mobile handset and operate as part of the targeted prototype. 
Key to the ability to utilise them within the prototype is the availability of an Software Development Kit (SDK), without which it would not be possible to interact with the key functionality of the product. The investigation specifically focussed upon facial recognition, voice verification and signature recognition (note: keystroke analysis will also be used in the prototype, but via existing software, developed in-house). Table 7 illustrates the selection criteria utilised for each technique.
	Requirements
	Voice
	Face
	Signature

	Non-live input dependency
	(
	(
	

	BioAPI
	(
	(
	(

	Posing tolerance
	
	(
	

	Noise tolerance
	(
	
	

	Application-independent
	
	
	(

	Windows OS
	(
	(
	(





Table 7: Criteria for Biometric SDKs 

The non-dependency on live input was a factor to consider as the technique is looking to integrate the approaches in a mobile handset where capturing process must be independent of the classification algorithm. As such the ability to acquire samples and subsequently feed them to the biometric process (not necessarily at real time) was a significant requirement. This would also enable the framework to move computationally intensive tasks away from the handset and onto the network (see. Deliverable 1: Operational & Perceptual Trade-Off’s between Device- and Network- Centric Authentication Models). 
Tolerance to pose and noise is a critical factor when looking to integrate face or voice biometrics respectively in a mobile device. The varying conditions and the instability of a mobile environment place restrictions on the effective application of the techniques (particularly transparently). A very noisy environment could significantly affect voice verification due to unclear samples. Poor lighting conditions or night can make face recognition an impossible task. But furthermore, the application of the latter in a transparent manner would demand the acquisition of photos in instances where the user would be positioned unpredictably as he would not be specifically posing in order to have a picture taken in all cases. 

The application independency criterion identified for signature recognition was an important factor for integrating the technique in a transparent fashion. As the research is looking at integrating the technique with minimal disturbance the user, the data required to authenticate the user has to be captured in an invisible manner. Utilising a signature application to do so does not satisfy that requirement as the user would have to explicitly access the application and provide samples to the system. As such the product should offer the ability of utilise input data from other applications where the handwriting data would be captured. 

What was indicated by the research undertaken is that there is still considerable market immaturity with poor availability of relevant SDKs. Although there are a number of products available for biometrics these were largely based upon techniques traditionally used for physical access control or PC access. A small number of products were identified in the market that offer SDKs of the three techniques, illustrated in Table 8, and appear to satisfy the requirements set. 

	Technique
	Product
	Company

	Voice
	
	

	
	Anovea SVLite™ SDK
	Anovea

	
	Speaker Verification DLL 2.1 
	Research Lab

	
	Speaker Verification SDK
	Quantum Signal

	
	Text – independent Speaker Recognition Based on Neural Networks
	Luigi Rosa

	
	(Text – dependent) Speaker Recognition System 
	Luigi Rosa

	Face
	
	

	
	FaceIT SDK 
	Identix Inc.

	
	FaceVACS 4.0
	Cognitec

	
	Ti-Face SDK 3.0
	Titanium

	
	VeriLook SDK
	Neurotechnologija

	
	Face Recognition SDK
	XID technologies

	
	Face Recognition DLL v1.1
	Research Labs

	
	Affinity SDK
	OmniPerception

	
	High Speed Face Recognition Based on Discrete Cosine Transforms and Neural Networks
	Luigi Rosa

	
	Eigenfaces for recognition
	Luigi Rosa

	
	Fourier spectra for Face Recognition
	Luigi Rosa

	
	Fourier-Bessel Transform for Face Recognition 
	Luigi Rosa

	
	FisherFaces for Face Recognition 
	Luigi Rosa

	
	Gabor filters for Face Recognition 
	Luigi Rosa

	Signature
	
	

	
	iSign® Suite SDK
	CIC


Table 8: Available SDK tools for identified techniques and requirements
Unfortunately, despite the existence of SDK products, when seeking to purchase the products, few companies were willing to provide them. What became apparent after communication with relevant vendors was that the interest from the majority of the companies at the moment does not lie in offering the SDK as a standalone tool for developers, but rather for the vendors to be either employed in bespoke application development or obtain revenue from license distribution. As such, the response to actually purchasing a single license of these products for development purposes was negative. Although there were a couple of vendors that actually can allow purchase of their products online, a lack of information about how they work prohibited their adoption. This limited information made the research process a non-trivial task, as it was not always easy to identify a series of solutions that fulfil the criteria that had been defined. 
A few companies did respond positively and actually make their solutions available for purchase to whoever is of interest of using their technology. Neurotechnologija offered their face recognition Verilook SDK free of charge for use on this project. Furthermore CIC, a leading company in signature recognition, was very responsive offering their iSign Suite SDK for purchase. Due to restricted response and availability it was decided that other avenues would be researched, identifying more research-orientated solutions over full-commercial products.  The prototype will be based on the following biometric authentication solutions: 
· Face:  Verilook SDK by Neurotechnologija
Face Recognition (Matlab Algorithms)  by Luigi Rosa
· Voice: Speaker Verification (Matlab Algorithms)  by Luigi Rosa
· Signature: iSign Suite SDK by CIC

5.3.2 Effective Application Issues

Even though the biometric techniques discussed previously have a number of real world applications, their application within a mobile environment is restricted due to the way that the sample is captured and how the classification algorithms are implemented. Furthermore, although the nature of the approaches has the potential for transparency, current implementations are based on point-of-entry conditions. The following sections will examine the issues that restrict their application and also the methods by which the techniques can be adapted to transparent application. 
5.3.2.1 Face Recognition 
The use of the technique to date has typically focussed upon very well-defined environments, with controls on the illumination, facial orientation and distance from the capture device. In a mobile device these conditions are far more variable, with authentication needing to take place under a wide variety of different environmental conditions. The implementation of the technique in a transparent fashion will only serve to complicate these requirements further. The user will not be explicitly asked to pose as the sample is captured and could suffer from a number of bad variables, such as poor lighting due to time of day or location, and having a significant difference in facial orientation as the user is looking away from the mobile device. 

In order to overcome the above issues, and thus improve the tolerance of the technique to variations, two options are available:

· undertake research looking to improve the classification algorithms and remove the dependence upon these factors;

· look to adapt current classification algorithms in a fashion that achieves transparency. 
This research proposes to opt for the latter choice, as research into improving classification algorithms has and will continue to take place and designing a process that adapts existing approaches rather than designing a single mechanism provides more flexibility. Unfortunately, when looking to adapt currently algorithms, the process is essentially trading with the FAR and FRR of the system: typically trading less security (higher FAR) in favour of a higher level of robustness and user acceptance (lower FRR). 

The proposed method of adapting existing algorithms is to move away from a one-to-one comparison of an image with a template, and replace the template with a series of images that represent various facial orientations of the authorised user. In this way, existing pattern classification algorithms can still be applied, however the approach should overall be more resilient to changes in facial orientation. As under this proposed mechanism, each sample will effectively be compared to a series of images stored within the template, the number of verifications performed will increase. This will therefore introduce an increased likelihood that an impostor is accepted by an appropriate similarity with at least one of the series of images. Under this proposed system, the FAR will only ever be as good as the original FAR of the algorithm being used, with more realistically an increase in the FAR being experienced (as illustrated in equation 1). Conversely however, under this proposed system the FRR will at worst equal that of the previous FRR, but more realistically will be lower (as illustrated in equation 2).

FARnew ​​​ ≥ FARold

(Equation 1)




FRRnew  ≤ FRRold

(Equation 2)

The advantage of trading of the FAR and FRR in facial recognition is two fold:

1. Facial recognition approaches have quite distinct characteristics and experience good levels of performance in terms of FAR and FRR. Indeed, facial recognition systems are often used in identification systems as well as verification systems. The use of them for verification does not require such distinctiveness.

2. The relationship between the FAR and FRR is non-linear, with small changes in the FAR typically resulting in larger changes in the FRR. 

It is therefore possible to take advantage of these properties to provide a little less security for a larger improvement in the robustness and usability of the approach.
5.3.2.2 Voice Verification 
Although voice verification can be performed using one of three types of input, the only effective solutions to date have been based on the text-dependent and text-prompted inputs. Unfortunately neither of these approaches can offer transparency to the verification process as the user would be required to repeat predefined or real-time generated words prompted from the system. The text-independent approach is the ideal solution to the issue of achieving transparency, enabling the system to analyse the voice of the user while they use voice applications and extract the distinct features regardless of what the user says. However, to date this technique has not managed two achieve satisfactory classification results as the inputs into the classification algorithm tend to be too variable. 

Similarly to the proposed mechanism for facial recognition, it is not the purpose of this solution to further the research being undertaken within the voice verification domain. Instead through modifying the method by which existing algorithms are used, the objective of transparency can be achieved. The solution proposes to utilise the combination of three existing technologies:

1. Voice Verification – Text-dependent mode. To perform voice verification on single static phrases or words.

2. Voice Recognition. To perform recognition of the words being spoken.

3. Database. To provide a mechanism of indexing and storing the words and voice templates.

The use of voice recognition would enable recognition of the spoken word/phrase and can subsequently index them in a database of words spoken. Given a carefully designed enrolment process, the database of indexed words would be sufficiently large for a text-dependent voice verification approach to then be applied to the static word. The process of enrolment and verification is illustrated in Figure 21 and Figure 22.

[image: image23]
Figure 21: Voice Enrolment Process

[image: image24]
Figure 22: Voice Verification Process

Through applying the algorithms in this manner the system is able to take advantage of strong performance experienced by text-dependent voice verification. The possible disadvantage is the enrolment database of index words not being sufficiently large to enable static classification to take place – none of the phrases spoken in practice appear in the enrolment database. Given the one-to-one verification that takes place (versus a one-to-many) it is not anticipated that the level of security will be affected either positively or negatively, however the transparency and subsequent usability of the approach should improve significantly.
5.3.2.3 Signature Recognition 
In order to achieve the objective of transparency, a requirement exists to authenticate a user, not based upon their signature (as this would need to be obtained intrusively) but based upon written words a user might scribe using the stylus on the touch-sensitive screen. In essence, it is not signature recognition that is required but handwriting verification.

The move towards dynamic signature classification has assisted in the ability to measure unique characteristics of how a user writes rather than simply the final image. This places less reliance upon the uniqueness of the final signature (and the word in this particular scenario). Therefore, although two written words might appear to look the same (a fairly trivial task) it is highly unlikely there were written in an identical fashion. 

Unfortunately, current systems can only deal with simple one-to-one comparisons and in order to achieve transparency, the system would need to be equipped with the ability to verify a user by whichever word they scribed. Implementing a design approach, similar to voice verification, where a database is utilised to index written words during enrolment would assist in providing a dictionary of previously scribed words within which to perform verification.  

This approach would also suffer from the same disadvantage as voice, in that a previous sample must be stored in the database for verification to be performed. However, with carefully designed enrolment processes, this problem can be minimised. It will also theoretically not affect the security, however initial prior research undertaken by the authors have already demonstrated good performance of this approach, indeed with it providing better security than when used in its traditional signature recognition mode (Clarke & Mekala, 2006). 
5.3.2.4 Keystroke Analysis
Keystroke analysis even in a text-dependent mode is one of the weaker forms of biometric authentication, suffering from large variations in typing characteristic leading to worsening levels of security and user inconvenience. Utilising keystroke analysis in text-independent mode has not resulted in performance rates that would be useful in practice. It is therefore necessary to utilise the static (text-dependent) mode of operation and seek to apply current algorithms in a fashion to achieve transparency.

For the transparent use of the technique a similar approach to the above could be used, by indexing the words typed by the user. Studies in the past have been performed by the authors utilising for reference a number of keywords likely to occur in text messages. The results showed promising results indicating that such approach could be effectively used for achieving transparency (Clarke & Furnell, 2006; Karatzouni & Clarke, 2007). Nevertheless due to the less distinctive nature of keystroke features it is suggested that a large index of words must be utilised and the use of more than one word in each verification in order to further improve the verification decision (as illustrated in Figure 23).


[image: image25]
Figure 23: Fusion model for keystroke analysis
The modification proposed to this approach will not negatively affect the security provided, as a one-to-one based verification is still being performed. It should, however, improve the robustness and importantly achieve transparency.
6 Conclusions
This report has established that different uses of mobile devices (in terms of data, applications and services), ideally demands different provision in terms of authentication.  In order to provide this in a manner that does not unduly inconvenience the user, biometric techniques have been highlighted as a potential means of achieving authentication in a transparent manner.

This report has identified a range of biometric technologies, and considered their applicability in the context of mobile devices.  It has been demonstrated that although the biometric market is maturing, there are very few solutions with direct applicability to mobile devices, and the choice is further limited by the licensing model that most vendors adopt for selling their products.  
The investigation has ultimately led to the selection of a number of biometric approaches, and candidate products to support them.  However, these will need to be the focus of a degree of adaptation in order to facilitate the transparent application that is desired.

The research will now proceed towards the design of the authentication framework, followed by the implementation and evaluation of an associated prototype solution.
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APPENDIX A: List of Biometric Vendors
	Fingerprint

	Atmel Grenoble 
	Identitas 
	RaviRaj Technologies 

	AuthenTec, Inc. 
	Infodata 
	RealTime North America 

	Axis Software Pvt 
	Innovatrics 
	Ringdale 

	AxS Tracker 


	I/O Software, Inc 
	Sagem Morpho, Inc. 

	Bromba GmbH
	Kronos 
	Secugen 

	BIO-key 
	L-1 Identity Solutions 
	Simple Technology 

	BioLink Solutions 
	Labcal 
	Spica International 

	Biometrics.co.za 
	Lenel Systems
	ST Microelectronics 

	Bioscrypt 
	M2Sys
	TBS North America 

	Cogent Systems 
	Mantra Technologies 
	Triad Biometrics

	Cross Match Technologies, Inc. 
	Mentalix, Inc. 
	TST Group 

	Griaule 
	NEC Solutions America 
	Universal Biometric 

	Eyenetwatch, Ltd. 
	Northrup Grumman 
	Ultra-Scan 

	Human Recognition Systems 
	Optel Research & Development 
	Validity, Inc. 

	IdentiMetrics 
	Precise Biometrics 
	Valid Technologies 


	Face

	AcSys Biometrics 
	Dream Mirh 

	Animetrics 
	FaceKey 

	BioID 
	Geometrix 

	Cognitec Systems GmbH 
	Human Recognition Systems 

	C-VIS
	Dream Mirh 

	Digimarc
	


	Iris

	BeAdvance
	Iridian

	Eyera
	IriTech

	Human Recognition Systems
	LG Electronics

	Infodata
	IRISGUARD


	Voice

	Anovea
	Porticus Technology 

	BioID 
	Quantum Signal

	iBiometrics 
	Research Lab

	Infodata 
	Voicevault 

	Nuance
	Voice Verified

	Persay Ltd.
	Porticus Technology 


	Signature

	CIC 
	Infodata

	CyberSign 
	PDALok

	e-Com Asia Pacific 
	SOFTPRO North America

	Handwriting Recognition Group 
	Wondernet


	Keystroke

	BioPassword 

	iMagic Software 

	BioNet Systems
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