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Abstract—AdaBoost  is  a  well  known,  effective  technique  for 
increasing the accuracy of learning algorithms. However, it has 
the potential to overfit the training set because its objective is 
to minimize error on the training set. We show that with the 
introduction of a scoring function and the random selection of 
training data it  is  possible  to create a smaller set of  feature 
vectors. The selection  of this subset of weak classifiers helps 
boosting  to  reduce  the  generalization  error  and  to  avoid 
overfitting on both synthetic and real data.
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I.  INTRODUCTION

Boosting algorithms are an important recent development
in  classification.  These  algorithms  belong  to  a  group  of 
voting methods, for example [1]-[3], that produce a classifier 
as a linear combination of base or weak classifiers.  While 
empirical studies show that boosting is one of the best off the
shelf classification algorithms theoretical results don’t give a 
complete  explanation  of  their  effectiveness.  Breiman  [4] 
showed  that  under  some  assumptions  on  the  underlying 
distribution  “population boosting”  converges  to  the  Bayes 
risk as the number of iterations goes to infinity.  Since the 
population version assumes  infinite  sample  size,  this  does 
not  imply a  similar  result  for  AdaBoost,  especially  given 
results of Jiang [5], that there are examples when AdaBoost 
has prediction error asymptotically suboptimal at t=∞  (t is 
the number of iterations). It has been shown that AdaBoost 
has the potential to overfit [6]-[7], although rarely with low 
noise data. However, it has a much higher potential to overfit 
in the presence of very noisy data [8]-[9]. At each iteration, 
AdaBoost focuses on classifying the misclassified instances. 
This might result in fitting the noise during training. In this 
paper, we use selection of a proper subset of weak classifiers 
to  adjust  the  hypothesis  of  the  AdaBoost  algorithm  to 
improve  generalization,  thereby  alleviating  overfitting  and 
improving performance.

II. EXISTING ALGORITHMS
Several  approaches  have  been  proposed  to  avoid 

overfitting in AdaBoost algorithm [12]-[16]. Given a fixed 

amount of training data, there are at least six approaches to 
avoiding  underfitting  and  overfitting  (Fig.  1),  and  hence 
getting good generalization: model selection, jittering, early 
stopping,  weight  decay,  bayesian  learning,  combining 
classifiers.  The  first  five  approaches  are  based  on  well-
understood theory. The best way to avoid overfitting is to use 
lots of training data but in some circumstances this is  not 
possible. If we want to select a subset of appropriate features 
from the total set of features with cardinality  D  , we have 
a choice between  2D possibilities. If we deal with feature 
vectors  with  more  than  100  components,  the  exhaustive 
search takes too much time [10]-[11]. Thus, we must find 
other ways to select a subset of features. There are mainly 
two  strategies  for  avoiding  the  complete  search:  random 
based and deterministic greedy algorithms:

• Forward  selection.  This  technique  starts  with  an 
empty  set  and  greedily  adds  the  best  of  the 
remaining features to this set. This process is called 
stepwise, if only one feature is added in each step. 

• Backward elimination. Here, we start with the full 
set  containing  all  features.  Then  we  greedily 
remove the most useless features from this set. This 
process  is  called  stepwise,  if  only one  feature  is 
added in each step. 

• Random  mutation.  This  strategy  starts  with  a 
randomly selected feature  set  and adds randomly 
selected features or removes them from the set.

Alternatively, feature selection methods can be divided into 
filters,  wrappers  and embedded approaches.  For analyzing 
the  relevance  of  feature  subsets,  filters  use  evaluation 
functions  that  are  independent  from the  learning  method, 
while wrappers evaluate the feature subsets in respect to the 
learning result. In embedded approaches, the feature subset 
selection and the learning method are interleaved.

III. PROPOSED APPROACH
Let us assume that training set has M elements and let 

D  the number of weak classifiers: from these classifiers we 
want to find a subset of P  classifiers (with P ≤ D  ) that is 
able to reduce generalization error.  We randomly select N 



elements (with  N ≤ M  ) from training set. This reduced 
training  set  has  to  include  both  negative  and  positive 
samples. On these data AdaBoost model is trained in a series 
of T  rounds (with P ≤ T  ). Final strong classifier will be a 
linear  combination  of  T  weak  classifiers  C i  with 
1 ≤ i ≤ T  . To each weak classifier that has been selected a 

score is attributed. This procedure is repeated several times, 
and each time the training subset is randomly changed. At 
the end only P  classifiers will be chosen with the top P
highest  scores.  Several  score  functions  s( i)  have  been 
tested,  but the scoring rule with highest performance is the 
linear one  s  i =T −i . Our final goal is the selection of 
best  features to reduce the dimension of the feature space 
and  to  eliminate  redundant  features,  improving 
generalization error.

IV. RESULTS
We have tested this scheme for feature subset selection 

for melanoma recognition [17]. The initial set of features has 
a cardinality  D  equal to 180. These weak classifiers have 
been developed using ABCD rule [18]-[19]. Image dataset 
was composed by  95  benign nevi (positive samples) and 
25 malignant  melanoma  (negative  samples),  hence 
M =120 .  Using  a  leave-one-out  strategy  with  94  

positive samples and 24  negative sample we have obtained 
a recognition rate equal to  78.50% with AdaBoost. Then we 
tried  to  reduce  the  set  of  weak  classifiers  to   P=22  . 
Several  times  we  have  randomly  selected   N=118  
samples and we have trained system with these data using 
T=24  rounds, updating each time scores. At the end of 

this process we have selected classifiers with top P  highest 
scores.  After  such  reduction  the  recognition  rate  with 
AdaBoost has been increased up to 86.10%  using leave-one-
out  cross validation.

V. CONCLUSIONS
We  have  provided  a  fast  scheme  to  feature  subset 

selection  to  avoid  overfitting.  The  proposed  algorithm 
becomes particularly effective when training set has a small 
cardinality. For greater image dataset the random selection of 
positive  and  negative  samples  helps  the  feature  reduction 
algorithm  to  avoid  that   local  minima  are  reached  by 
AdaBoost even if training error converges to zero.
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Figure 1. Training error and generalization error.
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